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Abstract

For developing reliable software, it is important to reuse existing software
components. Reusable components are not only their developer’s own, but
also Open Source Software. In addition, there are hosting services to support
developing and sharing open source software recently. As a result, it has been
easier to search or distribute reusable components.

When reusing or distributing reusable components, there are a lot of
concerns. In particular, software license, retrieval for reusable components
implementing a feature, extraction of a reusable component are major im-
portant issues addressed in this dissertation.

Software license permits or forbids the usage of the software including
reuse. If a developer violates a license statement of a reused component, the
developer may have to stop developing or receive some legal actions. There-
fore, the selection of the software license seems to affect to reuse activity,
but not surveyed quantitatively. For encouraging active reuse activities, the
impact of a software license should be known to the developers.

A developer needs to retrieve a reusable target using search engines,
because the number of existing open source software is very large. Since
major search engines often uses keyword-based search, a reuse target should
include a keyword representing its feature. The targets of keyword-based
search includes the source code of the software which contains names of
identifiers. Identifier names are also important for understandability of the
source code since a developer generally tries to guess a role of a program
element from identifier names. However, unfortunately, not all developers
are able to give appropriate names to identifiers, since a broader knowledge
and a great deal of experience are necessary to define accurate names.

After a reusable target is found, reuse will complete if a feature of the
target is incorporated into a user’s product. However, it is not easy since a
developer often has to extract a component implementing the reuse target
feature from the found reusable target. For supporting the extraction, pro-
gram slicing based techniques are proposed previously. In addition, there
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are several new program slicing techniques which are applicable for Java
program language, e.g. static execute before, and improved slicing. How-
ever, these new techniques were not compared comprehensively, besides the
comparative information is important for selecting a technique which is ap-
propriate for the situation.

We believe that the targets of support for software reuse should include
not only a user of a reuse component, but also a developer of a reusable
component. Issues of licenses should be resolved by supporting a developer
of reusable components, because software license is only decided by the de-
veloper. We resolved the license issue by reporting quantitative information
which is useful for a license selection. Next, we resolved the retrieval issue
from the viewpoint of identifier names since they have an important role in
searching as described above. Identifier names in the component are natu-
rally changed by only the developers. Therefore, this issue should be also
resolved by supporting them. On the other hand, the extraction issue should
be resolved by supporting a user of a reusable component, since reuse can
be realized without burdening a component developer if the component user
can apply an appropriate extraction technique.

First, we studied the impact of software licenses to reuse activity among
open source software. In particular, we focused on copy-and-paste activity
because copy-and-paste is a basic method for source code reuse. This study
has shown frequent occurrence of copy-and-paste within the same license
products. In addition, the study quantitatively has shown that permissive
licensed files tend to be more copied than restrictive licensed ones. The
result of this study gives a quantitative guide for the developer’s license
selection.

Secondly, we proposed an approach for building domain specific verb-
object relationship dictionaries. The dictionary includes tuples consisting of
(Verb, Direct Object, Indirect Object) which are extracted from identifiers
in method signatures. In the experiment, we showed that the tuples in
the dictionaries which are popular in the target domain or common Java
programs. The result of the second study supports the appropriate naming
and resolving the searching issue.

Thirdly, we performed a comparative study of four backward program
slicing techniques for Java. The techniques include static execute before,
context-insensitive slicing, hybrid technique of static execute before and context-
insensitive slicing, and improved slicing. The comparison shows that the hy-
brid technique has the scalability for analyzing a large system, and outputs
a slice whose size is 25 percent smaller than static execute before, which is
the most lightweight technique, on average. On the other hand, improved

iv



slicing has the scalability for analyzing middle size applications, and is 31
percent smaller than compared to the hybrid technique. The results of the
third study help selection of the program slicing techniques and extraction
of a reusable component.

We believe that the results of these studies support developers to deter-
minate a license of reusable components, to search a product implementing
a target feature, and to extract a reusable component from the product.
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Chapter 1

Introduction

1.1 Software Reuse

Software reuse makes valuable contributions in developing reliable software
rapidly. In order to improve the quality of software in the world, it is
desirable that software is actively distributed via reuse.

There are various forms of reuse, including the following examples:

Reuse as an External Tool uses existing software as an external tool,
e.g. combining sort command through a unix shell pipe. The advan-
tages of this method are easiness of avoiding a license issue described
later, and treating the reuse target as a black box. The disadvantage
is the lack of flexibility.

Reuse as a Library links to the existing software dynamically or stati-
cally, and then use a feature of the linked software from their accessi-
ble functions such as API. For example, we can use various container
classes for Java included in Apache Commons Collections [1]. The
advantage of this method is convenient since the library functions can
be accessed by the software. The disadvantage is that this method
requires a large effort of developers for making their software reusable
as a library.

Source Code Reuse embeds source code of a reuse target in the develop-
ing software, e.g. copy-and-paste the reuse target source code. The
advantage of this method is flexibility. Developers can modify the
reused source code as they want. The disadvantage of this method is
that the availability of source code is dependent on the license of the
reuse target.
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In this dissertation, we would like to support source code reuse since this
method is the most flexible. In addition, recently, places for sharing open
source software (OSS) are increased, e.g. hosting services including Source-
Forge.net [2], GitHub [3], and etc. As a result, it has been easier to search
or distribute components which can be used for source code reuse.

However, there is much of the issues about source code reuse. The fol-
lowings are the major issues addressed in this dissertation.

Software License Software reuse is permitted or forbidden by the soft-
ware license. For example, a typical software license of commercial
software forbids rent, copy, redistribute, and reverse engineering of
the software. On the contrary, software license for open source soft-
ware generally permits those activities. The Open Source Initiative [4]
publishes open source definition, which defines open source software as
the ones distributed under a license which satisfies specific conditions
[5]. The conditions include availability of the source code, allowing of
modifications, derived works, and redistribution of the software.

There are various licenses proposed for OSS [4]. In particular, condi-
tions of source code reuse are different for each license. The followings
are examples:

BSD 3-Clause License [6] Software distributed under this license
can be reused if a derivative work retains copyright notice, dis-
claimer of warranty, and the full text of the license

Apache License [7] Software distributed under this license can be
reused if a derivative work retains notices of copyright, disclaimer
of warranty, patents, trademarks, and modification from the orig-
inal work.

GNU General Public License [8] If software under this license are
distributed as a binary or a source code, source files of the soft-
ware must be available to get. A derivative work using software
under this license, which includes dynamic link, static link, and
source code reuse must be distributed under the same license,
i.e. GNU General Public License. Because of this feature, GNU
General Public License is so called a copyleft license.

If a developer violates the condition of a license, the developer might
have to stop the development or receive some legal actions. In the
past, Epson violated the GNU General Public License of the gettext
library used in a product. Because of this violation, Epson made the
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source code of the product public [9]. Similarly, the game ICO caused
a license violation because this game used libarc library which was
distributed under the GNU General Public License [10].

Qualitatively, selection of the software license seems to affect to reuse
activity. Therefore, for encouraging active reuse activities, the impact
of a software license should be known to the developers. However, no
quantitative investigation was performed in the past.

Retrieval for Reusable Components implementing a Feature
Nowadays, the number of open source software is very large, e.g.
the number of repositories in GitHub has been overred 10 million in
2013 [11]. Therefore, developers usually use a search engine to find
a reusable target. Although code search techniques, which identify
similar source code to a given source code fragment, were proposed
in academia [12, 13], major search engines which include web search
engines and hosting services’ ones currently use keyword-based search,
Therefore, it is desirable that a reuse target includes a keyword repre-
senting its feature.

The targets of keyword-based search are not only the software names,
the descriptions of the software, but also the source code of the soft-
ware which includes comments and names of identifiers. In particular,
a developer generally tries to guess a role of a program element from
identifier names [14, 15]. Therefore, appropriate naming should im-
prove not only the precision of keyword based search, but also the
understandability of the source code. However, unfortunately, not all
developers are able to give appropriate names to identifiers, since a
broader knowledge and a great deal of experience are necessary to
define accurate names.

Extraction of a Reusable Component After a reusable target is found,
reuse will complete if a feature of the target is incorporated into a
user’s product. This is easy if the reuse target implements the feature
in a modular way. However, naturally, not all of the OSS are modu-
lar about reusable features. In addition, the cost of making software
modular seems very large [16].

Another approach is that developing a new reusable component from
existing software. This process consists of locating a reuse target fea-
ture, extracting components implementing the feature, and restruc-
turing them to a reusable component. Although developers have per-
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formed this process manually [17], it should be a tool supported to
boost reuse activity.

Program Slicing [18], which is an analysis technique that developers
use to extract statements related to a specific behavior of interest,
has a great potential for supporting this approach. Lanubile et al.
[19] proposed making a new reusable program from existing software
based on program slicing [18]. Similarly, Komondoor [20] and Marx
et al.[21] proposed approaches for component extraction based on pro-
gram slicing technique, respectively.

Recently, there are several new program slicing techniques which are
applicable to Java programming language, e.g. static execute before
[22, 23], and improved slicing [24]. However, these new techniques were
not compared comprehensively, besides the comparative information
is important for selecting a technique which is appropriate for the
situation.

1.2 Contributions to Reuse Support

We believe that support for software reuse should target at not only a user
of reuse component, but also a developer of reusable components. Issues
of licenses should be resolved by supporting a developer of reusable compo-
nents, because software license is only decided by the developer. We resolved
the license issue by reporting quantitative information which is useful for a
license selection. Next, we resolved the searching issue from the viewpoint of
identifier names since they have an important role in searching as described
above. Identifier names in the component are naturally changed by only
the developers. Therefore, this issue should be also resolved by supporting
them. On the other hand, the last issue should be resolved by supporting
a user of reusable component, since reuse can be realized without burden-
ing a component developer if the component user can apply an appropriate
extraction technique.

The following subsections describe our contributions.

1.2.1 Contributions to Software License Issue

For resolving the first issue, we investigated the relationship of software
license and copy-and-paste activity among OSS projects. The investigation
targets of this study were packages including Debian/GNU Linux 5.0.2 [25]
and software hosting in SourceForge.net [2]. Software licenses of the source
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file were identified by Ninka [26] which identifies a license from a license
statement in a source file. Copy-and-Paste activity was estimated by code
clone analysis with CCFinderX [27] which detects source code fragments
similar to other code fragments.

This study concludes the following two things quantitatively. First, copy-
and-paste activity often occurs in products using the same license, Second, a
product using the GNU Public License is significantly less copy-and-pasted
to a product using other license product. These were known as qualitative,
but not known as quantitative. We believe that the result of this study helps
license selection by developers.

1.2.2 Contributions to Retrieval Issue

As described above, we believe accurate identifier naming helps to resolve
the second issue. In previous research, our research group built a dictionary
which includes the abstract-concrete relationship of a noun used in identifier
names [28]. The dictionary seems to help naming of class names and variable
names which consist of nouns. However, it seems not helpful for naming a
method because a method name includes a noun, a verb, and a combination
of verb and noun.

For showing useful information about a method name, we focused on
verb-object relationship. We proposed an approach for building dictionary
about verb-object relationships for a specific domain. First, source files
are collected from software products which target a certain domain. Verb-
object relationships were collected from method signatures in the set of ex-
isting software by a pattern matching approach using 29 extraction patterns
that we have manually created. The collected verb-object relationships are
filtered by the number of software, including the relationship in order to
remove relations which are specific the software but not the domain. As a
result, the domain specific verb-object relationship dictionary is made.

We evaluated the dictionary via an interpersonal experiment. In the
experiment, six subjects evaluated the verb-object relations in four domain
dictionaries which were made from 38 software. The result of the experiment
shows that the relationships are popular on the target domain or common
Java program, which indicate the effectiveness of our approach. We be-
lieve that the result of this study helps appropriate naming and resolving
searching issue.
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1.2.3 Contributions to Extraction Issue

As described above, program slicing is effective for extracting a reusable
component. To be technically in detail, program slicing extracts a set of
statements that may affect the value of a variable in a developer-specified
statement. This technique has many applications other than reuse, including
program comprehension [29], debugging [30, 31], and maintenance [32], etc.

Currently, system dependence graph (SDG) -based program slicing tech-
nique [33] is widely used. SDG is a directed graph which represents control
and data dependencies between program statements. There are many kinds
of SDG: e.g. SDG for representing Java program [34] and data-flow via the
fields of objects [35, 36, 24], and representing exception handling in SDG
[37]. On the other hand, as a program slicing technique but not using SDG,
studies [22, 23] proposed static execute before/after analysis. This technique
is less accurate than an SDG-based technique, but lightweight and scalable.

Tailoring program slicing for developers’ and researchers’ needs is an
important issue. Java is the most popular programming language, in both
open source [38] and industrial software development [39]; however, accu-
racy and scalability of Java program slicing techniques have not yet been
investigated. Binkley et al. [40] evaluate program slicing for C/C++. They
compare slices obtained with various configurations of CodeSurfer [41]. Jasz
et al. [22] compare static execute before analysis and program slicing for
C/C++. Beszedes et al. [23] compare static execute after analysis with
forward program slicing in C/C++ and Java. They did not include a simple
backward program slicing technique and static execute before analysis for
Java, in the comparison. Moreover, improved slicing [24], an advanced slic-
ing technique for Java, has not been evaluated with practical applications.

In this study, we compared the following four program slicing techniques:

• Static execute before [22]

• Context-insensitive slicing [40]

• Hybrid technique of static execute before and context-insensitive slic-
ing

• Improved slicing [24]

In the experiment, we executed these slicing techniques to eight programs
in Dacapo Benchmarks with two different configurations. In the first con-
figuration, slicing targets were only application source code without library
source code. The first configuration supposes a situation that a developer
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wants to save the cost of analyzing libraries, or a situation that libraries are
unavailable. In the second configuration, slicing targets were the whole sys-
tem including libraries. The second configuration supposes a situation that
a developer wants to get a precise result. Furthermore, we performed an
additional experiment that evaluating the scalability of the improved slicing
since this technique could not analyze the target in the second configuration,
although the technique showed the best precision in the first configuration.

The results of the experiments show that the hybrid technique had good
scalability, which was achieved with a small cost increase over context in-
sensitive slicing. A hybrid slice is 25 percent smaller than the slice by static
execute before. Moreover, a hybrid slice is sometimes significantly smaller
than a context insensitive slice, because hybrid technique considers feasible
control-flow paths from static execute before. When developers need to an-
alyze a large program or a program including a library, our results indicate
that hybrid technique is suitable.

On the other hand, our results show that improved slicing is the most
accurate of the four slicing techniques. A slice by improved slicing contains
22 percent of static execute before and 69 percent of hybrid technique. How-
ever, improved slicer does not have the scalability required to analyze a large
program, such as a whole system including a Java development kit library.
When developers need to analyze a middle-size program or a subsystem, our
results indicate that improved slicing is suitable.

We believe that these results help the selection of the program slicing
which is appropriate to a situation for a developer who wants to extract a
component from an existing system.

1.3 Overview of the Dissertation

The rest of the dissertation is organized as follows: Chapter 2 reports an
investigation of the impact of software license on copy-and-paste. Chapter3
describes an approach for building dictionary including verb-object relation-
ships. Chapter 4 reports a comparison of backward slicing techniques for
Java. Finally, Chapter 5 concludes our study and shows the future work.
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Chapter 2

An Investigation into the
Impact of Software Licenses
on Copy-and-Paste Reuse
among OSS Projects

2.1 Introduction

The source code of OSS is available to anyone to modify or redistribute.
Considering the growth in OSS development [42], software developers today
have a huge amount of OSS source code available for reuse.

Anyone who obtains or uses a software product must adhere to its license,
which expresses the intent of the copyright holder. Several OSS licenses
require derivative works to apply the same license of the original product,
i.e. copyleft [43]. Since different right holders have different intents, many
different OSS licenses are used. The license of an OSS product is usually
determined at the outset of product development, and is rarely changed
during the development process. To change the license, all copyright holders
of the product must agree to the change.

Software reuse is recognized as a way of reducing development cost and
improving product quality. Reuse can be defined at several levels of granu-
larity; from simple copy-and-paste (CnP) of code snippets, to the inclusion
of entire blocks of code, and even to the inclusion of a whole product. A
developer who reuses a software product must adhere to the license of the
reused product, since software reuse is just another form of use. Addition-
ally, developers must take care not to violate the license of the product under
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development when reusing other software.

Since different OSS licenses have different restrictions on reuse [44], the
software license may affect the frequency of code reuse. For instance, source
code distributed under a copyleft license may be reused less frequently and
in a smaller range of software products, compared with source code under a
permissive license.

Therefore, previously we performed a preliminary study on CnP reuse
using a small Java source file set from the viewpoint of software licenses
[45]. The results of the investigation indicate that the license of a source file
affects the frequency of reuse.

This study presents the results of a large scale quantitative study on the
relation between software licenses and CnP reuses based on the following
two research questions.

• RQ1 Is source code distributed under a permissive license reused more
frequently than that distributed under a restrictive license?

• RQ2 Which type of licensed source code more frequently is imported
to source code of other OSS products?

We performed two experiments for the RQs. The first experiment corre-
sponds to both of RQ1 and RQ2, and the second experiment corresponds
to RQ1. As the target of the experiments, we used source files of actual
software products. One data set contains C/C++ source files from the
main section of Debian GNU/Linux lenny [25], while the other set contains
C/C++ source files randomly sampled from SourceForge.net [2]. To detect
copy-and-pasted code fragments, CCFinderX [27] is used.

The results of the experiment show that source code distributed under
the permissive licenses, is more frequently reused than restrictive license
code. On the other hand, irrespective of the license type, source code is
frequently reused in source code under GNU General Public License version
2 or later. The second experiment examines the statistical impact of the
license of a reused file for the frequency of CnP. The results show that the
licenses significantly affect the frequency.

The rest of this paper is organized as follows. Section 2.3 discusses the
design and results of the two experiments, with an interpretation thereof.
Section 2.4 discusses the validity of the experiment. Finally, Section 2.5
summarizes our study.
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2.2 Background

2.2.1 OSS License

Nowadays, many open-source licenses are used; for example, the Open
Source Initiative has officially approved 70 licenses [46]. This section dis-
cusses four of the most commonly used licenses, BSD 3-clause license (BSD3),
MIT License (MIT), Apache License 2.0 (Apachev2) and GNU General Pub-
lic License version 2 (GPLv2) from the perspective of a developer creating a
derivative product. From the point of view of a developer, different licenses
signify different restrictions as follows:

BSD3 When a developer creates a derivative work from a BSD3 product,
the developer should retain the copyright notice and the full text of
the license.

MIT Similar to the case of BSD3, when a developer creates a derivative
work from a MIT product, the developer should retain the copyright
notice and its permission notice.

Apachev2 If a developer creates a derivative work from an Apachev2 prod-
uct, all copyrights, patents, trademarks, and attribution notices should
be retained in the new product. Moreover, changed files should also
have notices of the modifications.

GPLv2 When a developer creates a derivative from a GPLv2 product, the
whole derivation must be distributed under the GPLv2 and, changed
files should have notices of any modifications.

2.2.2 OSS License for Copy-and-Paste Reuse

Software reuse is recognized as a practical method for developing high qual-
ity software with low cost. A developer can reuse the source code of OSS
products since such source code is easily available.

Copy-and-paste (CnP) is one of the most frequently performed methods
of reuse. In CnP reuse, source code is copied, modified if needed, and finally,
used as part of the new product [44, 47].

When reusing existing software, the restrictions of both the license of
the product being reused and that of the developing product must be ad-
hered to. In case the two licenses are incompatible, both cannot be satisfied
simultaneously. For example, Apache license version 2 (Apachev2 ) products
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BSD3 GPL

CnP

CnP

Figure 2.1: Reusing Source Code in a Different Licensed Product

cannot be incorporated into GPL version 2 (GPLv2) products, since several
requirements in Apachev2 conflict with a clause in GPLv2 [48].

Furthermore, even if the licenses do not conflict, an OSS product cannot
be reused if the license of the product being developed cannot be changed.
For example, GPLv2 source code cannot be incorporated into a BSD3 prod-
uct. In contrast, BSD3 source code can be incorporated into a GPLv2
product because the restrictions of BSD3 are included in those of GPLv2
(Figure 2.1).

For these reasons, the license of the reused product is a big concern
in software reuse. The reusability of software depends not only on func-
tionality and quality, but also on the license of the product; i.e. source
code distributed under a permissive license is expected to be reused more
frequently than that under a restrictive license, qualitatively.

2.3 Experiment

The goal of this study is to clarify the impact of software licenses on CnP
reuse. In our previous study [45], we performed a preliminary investiga-
tion on the impact on a small Java source file set. To confirm the findings
obtained from the previous study, this paper presents two experiments on
large-scale file set: counting CnPs according to licenses, and statistical ex-
amination of the impact.

The outline of the two experiments is as follows. First, the source files of
OSS products are collected. Then, these source files are analyzed to detect
instances of CnP. Finally, the instances are counted and assessed according
to a certain criterion.

The following subsections describe the design and the procedure of de-
tecting CnPs and the analyzed code. Moreover, the detail and the result of
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Figure 2.2: Overview of the process for detecting licenses and CnPs

the two experiments are also described.

2.3.1 Detecting CnP – Design and Implementation

To clarify the impact of software licenses on CnP reuse, the license of the
files and CnPs in the files must be detected. We designed the detection
process as Figure 2.2.

A large number of source files are used in the experiment, hence it is
impractical to detect the licenses of all the files by hand. Therefore, we used
Ninka [26] which is the automatic license detection tool for a source file.
Note that Ninka can only detect the license of a source file when a known
license description is included in the file.

If all activities of a developer were observed, all CnP could be extracted
without any error. However, such observation is impossible since OSS de-
velopers are working worldwide. On the other hand, the history of the
development is recorded in the repository used for OSS development. How-
ever, the intention or detailed activity unfortunately does not remain in
the repository. Therefore, we decided to detect CnP instances only from
snapshots of source code.

CCFinderX, a representative code clone detector, is one of publicly avail-
able tools for CnP detection. A code clone is a code fragment that is the
same as or similar to another fragment. A code clone is classified into a
clone set, which is an equivalence class of the clone relation. Code clones
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Figure 2.3: Removing including clones

are typically generated by CnP [49, 50, 51]. In previous work, code clones
were also used for CnP detection [52, 53].

Using clones as CnP has two potential problems. One is that clones are
not always suitable for counting CnPs. The other is that the direction of
CnP is lost, since a clone set is a mathematical set. The loss of the direction
is discussed at the end of this subsection.

Code clones which are not suitable for counting CnP as known as language-
dependent code clones or including code clones. Examples of language-
dependent code clones are consecutive if blocks, case entries of switch state-
ments, and consecutive variable declarations. Language-dependent clones
are usually generated not by CnP. The detail of language-dependent code
clone is discussed in [54]. Including code clone is a code clone whose proper
sub-fragment is another code clone. If including code clones are taken into
counting, CnP is overcounted.

Figure 2.3 shows the overcounting and its solution. Suppose that a long
code fragment is copied from file A to file C, and then a short code fragment
in the long fragment is copied from file A to file B. Despite only 2 CnPs were
occurred in the files, CCFinderX detects 5 pairs of code fragments as code
clones. To avoid overcounting, code clones that include other code clones
(including clones) are removed from the clone detection result. As a result
of the removing, number of detected clones matches 1 origin and 2 copied
fragments.

Detail of the five phases in the detection process (Figure 2.2) is described
below.
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Figure 2.4: Similarity between CnP reuse and module reuse

1. Elimination of Duplicated files: Eliminate identical files in the
target collection of source files except for one of them, because the
experiment focuses on only copy-and-paste reuse of code fragments
rather than reuse of entire files.

2. License detection: Identify the license of each file in the output of
phase 1 using Ninka. The files which do not include license a descrip-
tion are eliminated and never passed to the next phase.

3. Code clone detection: Identify the location of code clones using
CCFinderX from the collection of source files delivered from phase 2.

4. Elimination of language-dependent clones: To eliminate language-
dependent code clones, eliminate code clones which RNR (Ratio of
Non-Repeated tokens) metric [54] is higher than 0.5 in the code clones
detected in phase 3.

5. Elimination of including clones: Eliminate overlapped code clones
which include other clones from the input from phase 4.

Discussion on treating code clones as CnPs

Due to substituting a clone set of the CnP instances, the direction of CnP is
lost since a clone set is a mathematical set. Therefore, we have to consider
the loss of direction may affect the experimental results.

In general, there are two cases that CnP increases clones in an exter-
nal file: importing a code fragment from another file, or exporting a code
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fragment to another file. Import and export of code fragment respectively
correspond to fan-in and fan-out in case of module-level reuse. (Figure 2.4).
Ichii et al. revealed that the distribution of fan-out is far narrow compared to
the distribution of fan-in, since the maximum value of fan-out is restricted
by the file size [55]. The distributions of export and import are same as
fan-in and fan-out.

This analogy shows that the number of clones which relate to a certain
file is dominated by exporting, because the sum of the two distributions is
basically determined by a broader one. Therefore, substituting a clone for
a CnP should be enough for catching the trend of reusing.

2.3.2 Analyzed Code

Two sets of source files are analyzed in the experiments.

The first dataset (DS1) contains all the C/C++ files in packages of main
section in Debian/GNU Linux 5.0.2 lenny [25]. DS1 contains 776,289 files
(286MLOC) obtained from 6,472 packages. DS1 is composed of common
and widely-used OSS products.

The second data set (DS2) contains C/C++ source files sampled from
SourceForge.net [2]. The sampled files are contained in 1,070 packages se-
lected randomly which are developed in C/C++ and whose subversion repos-
itory has 10 or more commits. Selecting only packages whose repository has
10 or more commit is to exclude packages which have been seldom devel-
oped. As a result, DS2 contains 425,830 files (121MLOC). DS2 is designed
as being representative of all the OSS products in the world.

DS1 and DS2 contain 41 same packages. These same packages do not
spoil independence of the two data sets, since the 41 packages are only 0.6%
of DS1 and 4% of DS2.

From the obtained source files, the clones and licenses are detected. A
brief summary of detection is shown in the Table 2.2. The product license
is explained using abbreviations of the license name for simplicity. Table
2.1 shows the basic abbreviations of the main licenses. “v” and the number
immediately after a basic abbreviation denotes the license version. Addi-
tionally, a plus (+) sign immediately after the version number means “or
any later”. If a product is distributed under a composite license such as
dual-license or exception-clause, multiple license names are concatenated
with commas and used as the license name of the product.
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Table 2.1: Representative abbreviations of license names

Abbreviation Name

Apache Apache Public License

BSD3 Original BSD minus advertisement clause

GPL General Public License

LesserGPL Lesser General Public License

LibraryGPL Library General Public License

MX11 MIT License/X11License

MPL Mozilla Public License

subversion Subversion License

Table 2.2: Top 15 frequent licenses

(a) DS1

License #Files

3 GPLv2+ 178,174

LibraryGPLv2+ 28,000

LesserGPLv2.1+ 24,540

GPLv2 22,840

GPLv3+ 18,372
GPLv2or

LGPLv2.1,
MPLv1 1 15,897

3 BSD3 11,933

3 MX11 11,715

LesserGPLv2+ 10,537

boostV1 9,275

GPLnoVersion 5,354

3 Apachev2 4,297

LibraryGPLv2 4,187

BSD2 4,123

LesserGPLv2.1 3,709

(b) DS2

License #Files

3 GPLv2+ 44,558

boostV1 13,461

GPLv3+ 12,037

LesserGPLv2.1+ 8,765

LibraryGPLv2+ 6,705

GPLv2 6,674

3 Apachev2 6,220

3 BSD3 4,784

LesserGPLv2+ 3,543

LesserGPLv2.1 2,943

3 MX11 2,478

BSD2 2,408

LesserGPLv3+ 1,227

FreeType 961

subversion+ 868
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Figure 2.5: Example of the Counting Code Clones in Experiment 1

2.3.3 Experiment 1: counting clones for each license

Experiment 1 counts the number of code clones grouped by their license for
both data sets. Through probing the differences between the counts, we try
to reveal the relationship between CnP reuse and software licenses.

Method

The following procedure is iterated until there are no further interesting
licenses.

1. Manually select an arbitrary interesting license (the pivot license).

2. Extract the clone sets which include the source code under the pivot
license.

3. Count the code clones in the extracted clone sets grouped by license
(the peripheral license).

Figure 2.5 illustrates an example of this step. There are three files together
with their licenses. Boxes in the files denote clones, and these clones are
connected by lines to compose clone sets. Let us assume BSD3 is the pivot
license. Since the upper two clone sets include BSD3 clones, these sets are
extracted. Then, the clones in the sets are counted grouped by license.

Results

Distinguishing licenses are selected as pivot licenses from top popular li-
censes. (In Table 2.2, pivot licenses are marked on the left of the name).

18



Table 2.3: #Clones with pivot license in DS1

(a) with Apachev2

License #Clones

GPLv2+ 38,520

Apachev2 15,618

GPLv2 5,261

LibraryGPLv2+ 5,040

LesserGPLv2.1+ 4,491

Others 25,814

(b) with BSD3

License #Clones

GPLv2+ 94,301

BSD3 66,271

GPLv2 13,066

LibraryGPLv2+ 12,602

LesserGPLv2.1+ 12,269

Others 71,851

(c) with GPLv2+

License #Clones

GPLv2+ 794,569

GPLv3+ 114,476

LibraryGPLv2+ 70,804

LesserGPLv2.1+ 56,802

GPLv2 50,658

Others 245,805

(d) with MX11

License #Clones

GPLv2+ 104,542

MX11 84,482

LibraryGPLv2+ 13,830
GPLv2orLGPLv2.1,

MPLv1 1 13,738

GPLv2 13,639

Others 79,950
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Table 2.4: #Clones with pivot license in DS2

(a) with Apachev2

License #Clones

Apachev2 9,336

GPLv2+ 5,903

GPLv2 1,590

GPLv3+ 1,466

LesserGPLv2.1+ 1,016

Others 4,793

(b) with BSD3

License #Clones

BSD3 8,686

GPLv2+ 7,394

GPLv3+ 1,667

LibraryGPLv2+ 1,479

GPLv2 1,457

Others 7,002

(c) with GPLv2+

License #Clones

GPLv2+ 71,569

GPLv3+ 6,643

LesserGPLv2.1+ 6,143

GPLv2 5,360

LibraryGPLv2+ 4,489

Others 24,418

(d) with MX11

License #Clones

GPLv2+ 6,985

MX11 5,086

LesserGPLv2.1+ 1,276

GPLv3+ 1,136

LibraryGPLv2+ 1,128

Others 5,764
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Table 2.5: Normalized values for #Clones (deeper colored cells depict high
values)

(a) DS1

Apachev2 BSD3 GPLv2+ MX11

Apachev2 8.46E-04 3.30E-05 8.27E-06 3.72E-05

BSD3 4.28E-05 4.65E-04 1.11E-05 5.13E-05

GPLv2+ 5.03E-05 4.44E-05 2.50E-05 5.01E-05

MX11 5.91E-05 5.90E-05 1.42E-05 6.16E-04

Pivot License

(b) DS2

Apachev2 BSD3 GPLv2+ MX11

Apachev2 2.41E-04 3.23E-05 1.06E-05 4.00E-05

BSD3 2.09E-05 3.80E-04 1.32E-05 3.88E-05

GPLv2+ 2.13E-05 3.47E-05 3.60E-05 6.33E-05

MX11 1.64E-05 2.82E-05 1.49E-05 8.28E-04

Pivot License
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Except the same type of license, four representative licenses are selected
based on its popularity. Ultimately, pivot licenses are GPLv2+, MX11,
BSD3 and Apachev2.

Tables 2.3 and 2.4 show the counts for DS1 and DS2 with each pivot
license. Each table shows peripheral licenses and the number of clones.

In all the resulting counts, the files distributed under GPLv2+ contain
most of the clones. In the result of DS1, the pivot license is generally second
highest except in the case of GPLv2+. Similarly, in the result of DS2, the
pivot license and GPLv2+ rank at first and second in the all counting results.

Meanwhile, the number of source files strongly affects the number of
clones. To exclude the affection, the number of clones is normalized by
dividing by the number of pivot license files and peripheral license files. The
normalized value means the expected number of the clones in a peripheral
license file when there are only one pivot license file and one peripheral
license file. Table 2.5 shows the normalized values. If the value is higher,
the cell has deeper color.

Table 2.5 shows that the expected number of clones is highest when the
peripheral license is the same as the pivot license in the case of Apachev2,
MX11 and BSD3.

Table 2.6 shows the number of clones per one pivot license file. These
numbers suggest the tendency to be reused of each pivot license. The case
of DS1 indicates that MX11, BSD3 or Apachev2 files tend to be reused
frequently compared to GPLv2+ files. Similarly, the case of DS2 indicates
that MX11, BSD3 files tend to be reused frequently compared to GPLv2+.

2.3.4 Experiment 2: statistical examination of licenses

The result of experiment 1 indicates the relationships between licenses and
frequency of CnP reuse. For a more detailed investigation, we statistically
examine the impact of the license on CnP count using the same data set.

Method

This experiment confirms whether the licenses affect to the number of CnP
reuse even if the other factors which affect the reusability are removed. For
the confirmation, two types of regression models are compared from the
perspective of the fitness; One type of the models is only based on the
factors which previous studies propose as reusability metrics, and the other
type is based on both of license information and the reusability factors.
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Table 2.6: Number of clones for one source file distributed under a pivot
license

(a) in DS1

#Clones #Files (#Clones) / (#Files)

Apachev2 94,744 4,297 22.04887

BSD3 270,360 11,933 22.6565

GPLv2+ 1,333,114 178,174 7.482091

MX11 310,181 11,715 26.47725

(b) in DS2

#Clones #Files (#Clones) / (#Files)

Apachev2 24,104 6,220 3.875241

BSD3 27,685 4,784 5.786998

GPLv2+ 118,622 44,558 2.662193

MX11 21,375 2,478 8.625908

The response variable of the all regression models is the number of clones
which relate to a file in a product and which are outside of the product. The
counting rule is explained using the example in Figure 2.6. There is a clone
set between three products. Assume the case counting the number of related
clones focusing on leftmost file in product A. All clone sets that contains a
clone in the focusing file are collected. The response variable is the number
of clones in the collected clone sets, excluding the product that have the
focusing file. The clones in the same product are out of count because CnP
in a same product rarely causes a license problem.

Explanatory variables are licenses and the metrics which seem to relate to

Product CProduct A Product B

Figure 2.6: Counting extracted clones related to a file in a product
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Table 2.7: The metrics for a file used in Experiment 2

Poulin’s
classification Employed metrics

Complexity
LOC: lines of code excluding comment
MCC: sum of McCabe’s cyclomatic complexity

Documentation COM: lines of comment

External EXF: # of called functions defined in external
dependencies EXV: # of used variables defined in external

Proven reliability AGE: elapsed seconds since the file was created

reusability. Table 2.7 shows the 6 metrics employed as explanatory variables.
The metrics are selected for covering Poulin’s classification of reusability
attributes [56]. Unfortunately, metric AGE is only applicable for DS2 since
the repository of DS1 (Debian lenny) does not contain created time of the
files.

Since license information is a nominal scale, license information must be
transformed into indicator variables. Top 15 licenses shown in Table 2.2 are
selected for the indicator variables for each data set.

Three regression models for each data set are made of the above men-
tioned variables. The regression models are described below. Both the
response variable and the metric values are logarithmically converted.

log(number of related clones + 1) =

ε+
∑
m∈M

αi log(m+ 1) (M1)

ε+
∑
m∈M

αi log(m+ 1) +
∑
l∈L

βil (M2)

ε+
∑
m∈M

αi log(m+ 1) +
∑
l∈L

βil +
∑
m∈M

∑
l∈L

γij l log(m+ 1) (M3)

where M is a set of metrics, and L is a set of indicator variables of Licenses.
The last clause of M3 means the interactions between the metrics and

licenses. If the licenses affect CnP frequency, models M2 and M3 fit the
data better than M1. The result of regression analysis is identified by the
combination of data set and model names, e.g. DS2-M3 means the result of
model M3 using dataset DS2.

As described above, the models are not straightforward linear expressions
but logarithmically converted. Straightforward linear models are discarded,
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Table 2.8: Adjusted coefficient of determination values

(a) for DS1

Model R2

DS1-M1 0.5021

DS1-M2 0.5047

DS1-M3 0.5133

(b) for DS2

Model R2

DS2-M1 0.3396

DS2-M2 0.3522

DS2-M3 0.3692

because they show far low fitness compared to converted ones in our prelim-
inary experiment. Generally, logarithmic conversion improves the fitness of
regression models in many cases of software repository analysis.

Finally, fitness of the model is compared. The difference between residual
of the models are verified using ANOVA. If the significant differences exist,
adjusted coefficients of determination R2 for the models are compared. If
significant difference exists between two models, a model which has larger
R2 value fits to the data significantly better than another model.

Result

First of all, differences between fitness of the models are tested by ANOVA.
Tested pairs are <DS1-M1, DS1-M2>, <DS1-M2, DS1-M3>, <DS2-M1,
DS2-M2>, and <DS2-M2, DS2-M3>. The comparison confirms that there
are significant differences (p <2.2e-16) in the all pairs.

Since difference of the fitness is confirmed, the degree of fitness can be
compared by coefficients of determination R2. Table 2.8 shows that the R2

value for each model. The R2 values increase in order of M1 to M3 for both
data sets. This result confirms that the license of a file has a clear impact
for CnP reuse, even if the impacts of other factors are eliminated.

2.3.5 Revisiting Research Questions

RQ1

The experiment 1 shows that GPLv2+ code has been distinctly less often
reused than code with other licenses. Also, this result is supported by the
significant impact of the license confirmed in the experiment 2. According
to those results, we can conclude that the source code distributed under a
permissive license is more frequently reused than that distributed under a
restrictive license.
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RQ2

In all investigations on the two data sets in the experiment 1, files dis-
tributed under a particular pivot license are most often imported into files
distributed under the same pivot license. Furthermore, Table 2.5 shows that
the probability of CnP is highest when a pivot and target licenses are the
same, except for GPLv2+. Therefore, we can conclude that source files that
are distributed under a license are the most frequently imported into ones
distributed under the same license. On the other hand, GPLv2+ was ranked
as first or second in raw count, respectively. However, Table 2.5 shows that
GPLv2+ files less frequently import source code from other files. Accord-
ing to those results, we can conclude that GPLv2+ files have a substantial
impact on the reuse count because of available huge number of GPLv2+ files.

2.4 Threats to Validity

To check the validity of the experiment and the conclusions, we discuss the
threats to the validity from four viewpoints; i.e. external, internal, construct,
and conclusion validity.

External Validity If a bias exists in the analyzed sets of source files, the
generality of the experimental results will be compromised. This re-
search uses two source file sets as analysis targets; source packages in
Debian GNU/Linux 5.0.2 and OSS projects hosted at SourceForge.net.
The set of source packages in Debian is a set of applications used
frequently in the real world. On the other hand, SourceForge.net is
a well-known site in the OSS community and registers various OSS
products without intentional distinction. The experiment used source
files randomly sampled from SourceForge.net. Therefore, the results
should generalize to the entire OSS world since any bias in the analysis
targets would be negligible.

Internal Validity The result of experiments may be incorrect if other fac-
tors that affect reuse count are missing in the model. Poulin [56]
proposes that the factors that affect software reusability are classified
into four categories: complexity, documentation, external dependen-
cies, and reliability. Furthermore, all criteria proposed in the works on
reusability measurement [57, 58] are also classified into the four cate-
gories. The metrics used in the experiment 2 covers the four factors,
therefore the model should include sufficient factors.
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Construct Validity If the number of reuse instances by CnP is not ac-
curate, the experimental results may be incorrect. This research uses
Ninka to identify the license of a source file. Ninka has high recall
and precision [26]. Although files in which Ninka fails to identify the
license are excluded from the data sets used in the experiment to de-
tect CnP, this is conducted mechanically. Therefore, the impact on
the experimental result would be small. Next, the experiment uses
CCFinderX and a filter using the RNR metric [54] to identify reuse
by CnP. CCFinderX and CCFinder, which is the previous version of
CCFinderX, are used to detect CnP in several works [52, 53]. On the
other hand, the filter using the RNR metric is used to remove code
clones except by CnP in several works [59, 60]. Therefore, the useful-
ness of these tools has been shown experimentally. Note that we do not
consider the direction of CnP in the experiments. Hence, the values
from the experiment are larger than the actual values. However, the
discussion of this experiment is based not on an absolute number of
CnP instances, but on the difference in the numbers of CnP instances
in this research. From the above, the numbers of CnP instances ob-
tained in the experiment are adequate for comparing CnP instances
in two different applications.

Conclusion Validity The validity of the method used to derive our con-
clusions should be discussed. The results of the experiment lead to two
conclusions. Our first conclusion is that files under copyleft licenses
such as GPL, are less frequently reused than files under other licenses.
In the process of deriving this conclusion, four types of licenses, in-
cluding one copyleft license, were examined in the experiment. This
is fewer than the number of all OSS licenses. However, the analysis
targets included many files under these target licenses and the two
data sets used as the analysis targets showed common characteristics.
In addition, the number of CnP instances in files under the copyleft li-
cense is very different from the other figures. Therefore, the difference
between them is obvious. Our second conclusion is that files under the
same license perform CnP more frequently than files under different
licenses. This trend is visible in all the data sets and the licenses ex-
amined in the experiments. In addition, the number of CnP instances
among files under the same license is ten times greater than the num-
ber of files under different licenses. From the above, the method for
deriving these two conclusions has no major problems that could lead
to incorrect conclusions.
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2.5 Summary

This study shows the impact of software licenses on CnP reuse in C/C++
files. The results of the experiment show that CnP mostly occurs within
source code distributed under the same license. On the other hand, a sub-
stantial amount of reused code fragments appears in the GPLv2+ source
code, since the number of GPLv2+ files is very large. Furthermore, the
results confirm that permissive licensed files tend to be reused more than
copyleft ones. As a result, the features of CnP reuse expected by reason of
license characteristic are confirmed quantitatively.
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Chapter 3

Building Domain Specific
Dictionaries of Verb-Object
Relation from Source Code

3.1 Introduction

Identifier names in source code are important in program comprehension
which consumes a half of the time of program maintenance [61, 62]. A
software developer generally tries to guess a role of a program element from
identifier names [14, 15]. Therefore, identifiers should be named as its role
in the program appropriately [63, 64]. If an identifier name is inappropriate,
it is difficult for a developer to correspond a program element and a domain
knowledge. Lawrie et al. [65] revealed that identifiers that are acronyms
or meaningless serial numbers cause developers to waste much more time in
program comprehension, compared to when identifiers are spelled out fully
without any abbreviations.

Unfortunately, not all developers are able to give appropriate names to
identifiers, since a broader knowledge and a great deal of experience are
necessary to define accurate names. Developers need to learn the rules
of various words and their combinations (e.g. naming rules) in different
domains, such as programming language, development organization, and
application domain. The only way to learn these rules is through examples,
since the rules are not documented in many cases.

For the purpose of naming identifiers, our research group has built dic-
tionaries containing good examples of identifier names. In a previous work,
we proposed a method for building a dictionary of the super-sub (abstract-
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concrete) relation of nouns used in identifiers [28]. The dictionary seems to
help naming of class names and variable names which consist of nouns.

However, identifier names in source code include not only nouns and
their relationship, but includes verbs. In particular, a method name often
includes a verb which represents the behavior of the method [63, 66, 67].
Additionally, an objective-phrase which represents the target of the method
is often appeared behind a verb. The above dictionary include neither verb
nor their relationships, so that it seems to not helpful for supporting naming
of a method.

This research proposes a method for building a dictionary of verb-object
(V-O) relations extracted from source code. In particular, verbs are ex-
tracted from a method name using existing natural language processing
and the pattern matching system. Similarly, objects are extracted from the
method name, names of formal parameters of the method, and the name of
the class to which the method belongs. This process is applied to a set of
source files categorized by application domain. Relations that appear fre-
quently in a domain are included in the dictionary for that domain. The
V-O dictionary seems to support the naming of methods [68].

In the evaluation, four domain dictionaries have been built from Java
source file sets. The relationships in the dictionaries were evaluated partic-
ipants who have Java program development experience and domain knowl-
edge. As a result, it has been confirmed that most of the relationships are
domain-specific relationships or relationships which is usual in Java pro-
grams.

The rest of the chapter is structured as follows. Section 3.2 explains in
detail the V-O relationship in object-oriented programs and naming rules of
methods, while Section 3.3 presents the algorithm used to build a dictionary
of V-O relations from source code. Section 3.4 discusses the evaluation
experiment and its results. Finally, Section 3.5 discusses related works,
while Section 3.6 gives our conclusions and future works.

3.2 Verb-Object Relationships in Object-Oriented
Program

3.2.1 Naming Convention

In general, it is recommended that an identifier has a specific and obvi-
ous name that expresses its role. Since a role of an identifier is sometimes
complicated in object-oriented programs, an identifier in an object-oriented
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program is often expressed as a compound name, consisting of several words.

Unfortunately, white spaces are prohibited in identifiers in many pro-
gramming languages, and therefore, alternative ways are employed to ex-
press compound names, i.e. camel case and snake case. Camel case refers
to a concatenated string of words, whose first letters are capitalized (e.g.
CamelCase). Snake case is a concatenated string of words with underscores
between words (e.g. snake case). In Java source code, camel case is recom-
mended and popular [65].

Commonly, the name of a method in an object-oriented program includes
a verb. In most cases, the head of the method name is a verb or verb clause,
followed by a noun or adjectives [66, 67]. In other cases, the head of the
method name is a noun or adjective, or a noun or adjective clause, followed
by a verb in the past tense. For example, java.awt.event.ActionLister
in the Java API [69] has a method actionPerformed(ActionEvent).

In a few cases, the method name contains no verbs. For example, the
names of the toString() method of java.lang.Object and newInstance()

method of java.lang.Class do not contain any verbs. From one point of
view, these methods omit the obvious verbs, such as convert or create. The
alternative view is that to and new act as verbs in the methods. This paper
adopts the latter view.

3.2.2 Verb and Object in a Method Name

Object-oriented programs contain many statements describing operations
on targets. An operation and a target correspond to a verb and an object,
respectively. Receiver or parameter objects are used as the targets of the
operation. Fry et al. [70] proposed a method to extract verbs and direct
objects from method names, parameters, and class names.

In source code, there are many pairs of verbs and objects that seldom
appear in natural language texts. For example, java.net.Socket has a
method bind(SocketAddress). The method name actually means “bind
SocketAddress to Socket”. However, in natural language text, except for
programming documents, socket almost never acts as an object of the verb
“bind”. Moreover, the verb-object relations that appear in source code are
sometimes specific to a certain program domain, since programs in different
domains use different words, or the same words with a different meaning.
For instance, in a database domain, noun cursor is used as a pointer to a
selected data record for the purpose of accessing data records one-by-one.
On the other hand, in the GUI application domain, cursor means an editing
point of a text area. Only in a database domain does fetch from cursor
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Figure 3.1: Outline of our Technique

mean to acquire one set of data from the database.

3.3 Building Verb-Object Relationship Dictionary

This section describes a method to build a dictionary of V-O relations by
extracting the relations from object-oriented programs. The input to the
method is source files for a certain domain written in an object-oriented
language, while the output is a dictionary composed of tuples consisting
of a verb (V), direct-object (DO), and indirect-object (IO) specific to the
domain. Note that the IO field may be empty. An outline of the approach
is shown in Figure 3.1. The approach consists of the following three steps.

Step 1: Obtaining the identifiers related to each method. Retrieve
all method declarations in the input source, and obtain identifiers that
relate to declarations. Then, make a method property for each method
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declaration. A method property is a tuple which includes four elements
representing an identifier and its attribute.

Step 2: Extracting V-O relations. Extract tuples consisting of V, DO,
and IO from method properties using with pattern matching.

Step 3: Filtering V-O relations. From the output of step 2, select the
tuples that appear in more than a certain number of software products.

The following subsections describe the detail of the steps.

3.3.1 Step 1: Obtaining the identifiers related to each method

This step extracts all the method declarations and related identifiers from
the input source files, and then makes method properties for each method.

A method property is a tuple of four sequences which include words to-
gether with their respective parts of speech. The four sequences correspond
to the return type of the method, the name of the method, the parameters of
the method, and the name of the class to which the method belongs, respec-
tively. Since a parameter has two types of identifiers which include formal
parameter names and type names of the formal parameter, two method
properties are made from a method if the method has one or more param-
eters: one contains the sequence of types of the parameters in the third
element, while the other contains the sequence of names of the parameters
(as shown in Figure 3.2).

The procedure to acquire the method property from the identifiers ob-
tained in the previous step is described below.

• An element corresponding to return type is a tuple of the name of the
return type and its part-of-speech. If the return type is not void, the
name of the return type is treated as a noun, otherwise, added as a
special tag “VOID”.

• An element corresponding to method name is a sequence derived from
a method name. First, the method is parsed into a word sequence with
camel case and snake case. Next, the part-of-speech tags are identified
using OpenNLP [71].

• An element corresponding to a parameter is a sequence with length
greater than 0. The n-th formal parameter of the method corresponds
to the n-th element of the sequence. As described above, formal pa-
rameter names and their types are respectively used for two method
properties. Each word in both is treated as a single noun word.
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Figure 3.2: An example of Creating Method Properties

• An element corresponding to a class name is a sequence containing
only the class name which is treated as a noun.

3.3.2 Step 2: Extracting V-O relations

Pattern matching is used to obtain a tuple (V, DO, IO) from the method
property (see Figure 3.3). The pattern (extraction pattern) is composed
of two parts, the structure spec and extraction spec.

The structure spec is represented by a tuple of four elements. These four
elements correspond, respectively, to the return type, name of the method,
parameters, and class name. Unlike a method property, the elements of the
tuple are not sequences of words. An element of a structure spec is a wild
card or a sequence of pairs consisting of a part-of-speech and a word number.
Note that a wild card is also represented by * in this chapter.

The pattern match extracts (V, DO, IO) tuples from a method property
according to an extraction spec if its structure spec matches the method
property. A structure spec matches the method property only when all of
the following conditions are satisfied.

1. For each n-th element of the structure spec and the method property,
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Figure 3.3: Method Property, Extraction Pattern, and Pattern Matching

the element of the structure spec is a wild card, or both sequences
have strictly the same part-of-speech in the same order.

2. If the structure spec has the same word number at several points, the
corresponding words in the method property are the same.

The extraction spec is represented by a tuple of three word numbers.
The third number may be empty. If the structure spec matches a method
property, the words that correspond to the word numbers specified in the
extraction spec are extracted as V, DO, and IO words, respectively. If the
third number is empty, IO is also empty.

The method properties obtained in the previous stage are collated with
the patterns. If two or more patterns match a single method property, mul-
tiple tuples for each pattern are extracted from the single method property.

3.3.3 Step 3: Filtering V-O relations

This step filters the output of step 2, and builds a dictionary of V-O relations
that frequently appear in the source code. In particular, only those tuples
that appear in a certain number of software products are included in the
dictionary. The threshold is tuned by hand.
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3.4 Evaluation Experiment

We performed an experiment to evaluate the validity of the dictionary built
using the proposed method. This section describes the experiment in detail,
together with its result, and then examines and discusses the result.

3.4.1 Experimental Setup

We prepared 29 extraction patterns by hand which are shown in Table 3.1
Note that the leftmost column shows an ID number of each pattern. Extrac-
tion patterns have been prepared by the following steps. First, we assumed
method signatures which are clearly identified (V, DO, IO) tuples, and then
made basic extraction patterns for the method signatures, e.g. Pattern 20 for
getter method, and pattern 8 for setter method. Next, we analyzed method
signature which were not matched defined patterns, then made a pattern for
the unmatched method signature. The analysis and making repeated until
all method were matched at least one pattern.
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Table 3.1: List of the Extraction Patterns (V, N, PP mean verb, noun and
prepositional word, respectively)

Structure Spec Extraction Spec
ID Return Type Method Name Parameters Class Name V DO IO

1 * V1 N2 PP3 N4 * * V1 N2 N4
2 * V1 PP2 N3 * N4 V1 N4 N3
3 * V1 N2 * N3 V1 N2 N3
4 * V1 PP2 N3 N4 * V1 N4 N3
5 * V1 N2 PP3 N4 * V1 N2 N4
6 void V1 (empty) N2 V1 N2 (empty)
7 void V1 PP2 N3 (empty) N4 V1 N4 N3
8 void V1 N2 N2 N3 V1 N2 N3
9 void V1 N2 PP3 N4 * N5 V1 N2 N5
10 void V1 N2 N3 V1 N2 N3
11 void V1 N2 N3 N4 V1 N3 N4
12 void V1 N2 N3 N2 V1 N2 N3
13 void V1 N2 (empty) N2 V1 N2 (empty)
14 void N1 V2 N3 N4 V2 N1 N3
15 void N1 V2 N1 N3 V2 N1 N3
16 N1 V2 N1 N3 N1 V2 N1 N3
17 N1 V2 N1 PP3 N4 N4 N5 V2 N1 N4
18 N1 V2 N3 PP4 N5 (empty) N6 V2 N3 N5
19 N1 V2 PP3 N4 N5 N6 V2 N6 N4
20 N1 V2 N1 (empty) N3 V2 N1 N3
21 N1 V2 N3 N4 V2 N4 N3
22 N1 V2 PP3 N4 N5 V2 N5 N4
23 N1 V2 PP3 N4 * * V2 N1 N4
24 N1 V2 PP3 N4 (empty) N1 V2 N1 N4
25 N1 V2 PP3 N4 N4 V2 N4 N4
26 N1 V2 N3 (empty) N1 V2 N3 N1
27 N1 V2 (empty) N3 V2 N3 (empty)
28 N1 V2 N3 (empty) N3 V2 N3 N1
29 N1 V2 N1 (empty) N1 V2 N1 (empty)

The target of extraction was source code for 38 open source software
products shown in Table 3.2. The products were classified into four do-
mains,Web Applications, XML Processing, Databases, and GUIs, which are
abbreviated as Web, XML, DB, and GUI, respectively. For each domain,
source files were analyzed and a dictionary built.

3.4.2 Evaluation Target Dictionaries

Table 3.3 gives the output of the analysis before filtering. Since several
methods produce two or more tuples, the number of tuples is greater than
the number of methods that match any patterns.

Table 3.4 shows the frequency distribution of tuples obtained from a
certain number of software products. This table shows that the number
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Table 3.2: Applications for Building Dictionaries

Web Applications

BBS-CS 8.0.3 JForum 2.1.8
JGossip 1.1.0.005 mvnForum 1.2.1

Yazd Discussion Forum Software 3.0 Order Portal 1.2.4
Arianne RPG 0.80 JBoss Wiki Beta2

JSP Wiki 2.8.3 SnipSnap 1.0b3

XML

Castor 1.3 DOM4J 1.6.1
JDOM 1.1.1 Piccolo 1.04

Saxon-HE 9.2.0.5 Xalan-J 2.7.1
Xbeans 2.0.0 Xerces-J 2.9.0
XOM 1.2.4 XPP3 1.1.4

xstream-1.3.1

Databases

Axion 1.0 Milestone 2 Apache Derby 10.5.3
H2 1.2.128 HSQLDB 1.8.1.1

Berkeley DB Java Edition 4.0.92 Mckoi 1.0.3
MyOODB 4.0.0 NeoDatis 1.9.22.674

OZONE 1.1 tinySQL 2.26

GUIs

ArgoUML 0.28.1 BlueJ 2.5.3
Eclipse Classic 3.5.1 jEdit 4.3.1

NetBeans 6.8 vuze 4.3.1.2
LimeWire 5.4

of tuples produced by two or more applications is significantly decreased
against the number of tuples produced by only one application.

Based on the above results, we set two as the threshold for filtering,
i.e. tuples appearing in two or more software products were included in the
dictionaries. We think that if the threshold is set at three, the number of
tuples is too small to evaluate.

Table 3.5 shows the number of methods which are successfully matched
with each pattern. A digit in parentheses is a ratio of the methods against
all methods in the source file set. The table shows that the extraction spec
3 takes tuples from more than half of the methods. Similarly, the extraction
spec 11 takes many tuples, then to the extraction spec 3.
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Table 3.3: The number of Methods and Extracted Tuples

# of methods

# of methods
matched at least

one method
Ratio of the

matched methods # of tuples

Web 74,707 67,276 90% 67,429

XML 55,812 46,885 84% 49,926

DB 74,127 60,326 81% 63,087

GUI 298,696 247,918 83% 273,202

Table 3.4: Frequently Distribution of Tuples

# of products producing tuples
1 2 3 4 5 6

Web 67,147 258 18 4 2 0

XML 49,379 465 63 13 5 1

DB 62,415 609 28 1 32 2

GUI 272,795 339 38 23 5 2
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Table 3.5: The number of Methods Extracted Tuples by Extraction Pattern

ID DB GUI WEB XML

1 2782 (3.75) 7535 (2.52) 4188 (5.61) 1714 (3.07)

2 1612 (2.17) 4300 (1.44) 1165 (1.56) 757 (1.36)

3 49951 (67.39) 201859 (67.58) 59015 (79.00) 39540 (70.84)

4 492 (0.66) 1826 (0.61) 482 (0.65) 327 (0.59)

5 114 (0.15) 875 (0.29) 126 (0.17) 124 (0.22)

6 2048 (2.76) 9217 (3.09) 798 (1.07) 1091 (1.95)

7 309 (0.42) 561 (0.19) 346 (0.46) 92 (0.16)

8 2072 (2.80) 11752 (3.93) 4994 (6.68) 3679 (6.59)

9 1423 (1.92) 2882 (0.96) 2891 (3.87) 962 (1.72)

10 1218 (1.64) 6372 (2.13) 607 (0.81) 1089 (1.95)

11 5865 (7.91) 34064 (11.40) 4803 (6.43) 5384 (9.65)

12 18 (0.02) 47 (0.02) 8 (0.01) 11 (0.02)

13 34 (0.05) 38 (0.01) 9 (0.01) 8 (0.01)

14 474 (0.64) 10826 (3.62) 347 (0.46) 230 (0.41)

15 17 (0.02) 1092 (0.37) 10 (0.01) 3 (0.01)

16 16 (0.02) 35 (0.01) 7 (0.01) 28 (0.05)

17 27 (0.04) 101 (0.03) 98 (0.13) 15 (0.03)

18 587 (0.79) 1651 (0.55) 363 (0.49) 166 (0.30)

19 152 (0.21) 719 (0.24) 158 (0.21) 225 (0.40)

20 2829 (3.82) 7310 (2.45) 1278 (1.71) 2461 (4.41)

21 1239 (1.67) 6358 (2.13) 523 (0.70) 1363 (2.44)

22 85 (0.11) 408 (0.14) 17 (0.02) 92 (0.16)

23 604 (0.81) 2233 (0.75) 549 (0.73) 493 (0.88)

24 2 (0.00) 7 (0.00) 0 (0.00) 1 (0.00)

25 23 (0.03) 43 (0.01) 4 (0.01) 14 (0.03)

26 139 (0.19) 849 (0.28) 67 (0.09) 211 (0.38)

27 774 (1.04) 1886 (0.63) 367 (0.49) 814 (1.46)

28 22 (0.03) 81 (0.03) 14 (0.02) 28 (0.05)

29 7 (0.01) 22 (0.01) 0 (0.00) 10 (0.02)
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3.4.3 Evaluation Process

The resulting dictionaries were evaluated by 6 students in a software engi-
neering laboratory. The participants all had experience in software develop-
ment in Java. Moreover, they evaluated the dictionaries for the domains in
which they had some experience.

For each domain dictionary, the tuples (V, DO, IO) were evaluated from
the following perspectives.

Perspective 1 The V-O relation of the tuple is actually used in the domain
or in Java programs.

Perspective 2 The verb, direct-object, and indirect-object are suitable.

Perspective 3 The tuple is useful for appropriate naming of identifiers.

Based on the perspectives, we prepared several questions for the partic-
ipants. The following three questions were based on the first perspective.

Q1 Is this (V, DO, IO) tuple popular in the domain of the dictionary?

Q2 Is this (V, DO, IO) tuple popular in common Java programs?

Q3 Is this (V, DO, IO) tuple popular in another domain? If so, give the
domain.

The following question was prepared according to the second perspective.

Q4 V, DO and IO are correctly extracted? If you do not think so, identify
the incorrect words.

The following three questions were based on the third perspective.

Q5 Should this (V, DO, IO) tuple be given as a good example to a developer
who is naming an identifier in a program in this domain?

Q6 Should this (V, DO, IO) tuple be given as a good example to a developer
who is naming an identifier in a common Java program?

Q7 Should this (V, DO, IO) tuple be given as a good example to a developer
who is naming an identifier in a program in another domain? If so,
give the domain.
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Table 3.6: Response to Q1

(A) (B) (C) (D) (Z)

Web 21 35 7 3 24

XML 44 18 5 7 16

DB 32 36 4 9 9

GUI 42 26 9 6 7

Table 3.7: Response to Q2

(A) (B) (C) (D) (Z)

Web 16 29 10 30 5

XML 15 11 17 42 5

DB 22 13 32 17 6

GUI 32 37 9 6 6

The participants selected answers for Q1, Q2, Q5 and Q6 from (A)
strongly agree, (B) agree, (C) disagree, (D) strongly disagree, or (Z) no
idea.

Each of the dictionaries was evaluated by two participants, and each
of the participants evaluated two different dictionaries. 15 tuples that ap-
peared in three or more software products and 15 tuples that appeared in
two software products were evaluated by the participants. The tuples were
randomly and exclusively selected from the dictionary. However, since the
dictionary for the web application domain only contains 24 tuples appearing
in three or more products, only 6 tuples were evaluated by two participants.

3.4.4 Results of the Evaluation

First, we describe the results obtained according to perspective 1. Table
3.6 gives the results for Q1, and Table 3.7 the results for Q2. The sum of
the percentages of (A) strongly agree and (B) agree is 62% to 75% for Q1,
and 38% to 76% for Q2. These results show that the greater part of the
dictionaries consist of domain specific relations. However, several domain
independent relations are also included.

Table 3.8 gives the responses for Q3. All dictionaries contain some V-O
relations from another domain. The dictionary could be improved by sepa-
rating these relations into another dictionary. Table 3.9 shows the example
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Table 3.8: Response to Q3(Numbers in parentheses mean the number of the
same answers)

Web Database(16), I/O processing(6),
Common Java Programs(2)

XML Data Analysis(2), GUI(1),
Parser(1), Resource Management(1),
Tree Structure(1), Graph Processing(1)

DB GUI(5), Web Application(1),
String Processing(1)

GUI Database(1), Networking(1),
Program Test Cases(1), Archiver(1),
Common Java Programs(4)

Table 3.9: Tuples being popular in other domains at responses of Q3

Verb Direct Object Indirect Object Answered domain

Web Set Password User Database

XML Perform Action ActionEvent GUI

DB Release Mouse MouseEvent GUI

GUI Open Connection Handler
Database,

Networking

Table 3.10: Response to Q4

Verb DO IO Two or more

Web 3 1 3 6

XML 5 7 1 12

DB 1 6 5 11

GUI 8 1 0 9
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Table 3.11: Tuples answered as incorrect at responses of Q4

V DO IO Inappropriate point

Web Page Exists WikiEngine V, IO

XML Start Dtd XmlWriter DO

DB Perform Action Evt IO

GUI To String Mode V

Table 3.12: Response to Q5

(A) (B) (C) (D) (Z)

Web 19 32 11 4 24

XML 33 15 10 16 16

DB 35 29 10 10 6

GUI 28 30 13 11 8

Table 3.13: Response to Q6

(A) (B) (C) (D) (Z)

Web 13 19 23 30 5

XML 14 13 12 46 5

DB 31 13 24 16 6

GUI 29 26 15 13 7

Table 3.14: Tuples evaluated Useful at the Target Domain

Verb DO IO

Web Destroy Session HttpSessionEvent

XML Declare Prefix NamespaceSupport

DB Add Constraint Table

GUI Click Mouse MouseEvent
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Table 3.15: Response to Q7 (Numbers in the parentheses mean the number
of the same answers)

XML Data Analysis(1), GUI(1), Parser(1)C
Resource Management(1), Tree Structure(1), Graph Processing(1)

DB GUI(5), Web Application(1)

Table 3.16: Extraction patterns and responses of tuples (numbers in each
cell correspond to the responses of Q1/Q2/Q5/Q6)

ID A B C D Z

1 7/3/9/4 17/3/13/3 1/15/5/12 2/10/3/12 7/3/4/3
2 1/0/1/0 0/2/0/1 1/0/1/1 0/0/0/0 1/1/1/1
3 78/49/65/52 66/45/58/35 11/36/20/36 15/62/27/69 34/12/34/12
4 5/3/3/3 0/1/1/1 0/0/1/0 0/1/0/1 0/0/0/0
5 2/1/1/1 2/3/1/2 0/0/2/1 1/3/1/3 2/0/2/0
6 8/4/7/6 5/6/6/4 2/4/2/4 0/2/0/2 1/0/1/0
7 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
8 14/10/12/10 12/9/11/7 2/6/5/8 2/7/2/7 3/1/3/1
9 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0

10 1/0/0/0 1/0/2/0 0/1/0/0 0/3/0/4 4/2/4/2
11 9/8/9/7 7/4/6/4 3/2/3/3 1/8/2/8 2/0/2/0
12 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
13 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
14 30/13/22/12 16/25/20/18 3/9/4/16 3/7/5/7 4/2/5/3
15 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
16 0/1/0/1 1/0/1/0 0/0/0/0 0/0/0/0 0/0/0/0
17 1/0/1/1 1/0/1/0 0/2/0/0 0/0/0/1 0/0/0/0
18 4/3/5/3 10/0/9/0 1/11/4/10 2/6/2/7 5/2/2/2
19 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
20 7/10/6/8 9/7/3/3 2/1/4/1 3/5/8/11 2/0/2/0
21 3/3/3/3 1/3/1/3 2/0/2/0 0/0/0/0 2/2/2/2
22 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
23 1/3/1/2 3/2/1/3 1/1/3/1 3/3/3/3 2/1/2/1
24 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
25 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
26 0/0/0/0 1/0/1/0 0/1/0/0 0/0/0/1 0/0/0/0
27 1/2/1/1 0/1/0/2 2/0/2/0 0/1/0/1 2/1/2/1
28 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
29 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
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of such tuples. As shown in this table, (Release, Mouse, MouseEvent) is in-
cluded in the DB dictionary, although the tuple belongs to the GUI domain.

Next, we give the results in perspective 2. Table 3.11 gives the responses
for Q4. The percentage of tuples with incorrect V, DO, or IO values vary
between 6% and 13%. This indicates that the 29 extraction patterns we
prepared could be improved. Table 3.11 shows the example. As shown in
the examples of DB and XML, tuples used acronyms such as Dvt and Evt
were judged as incorrect. In addition, as shown in the example of GUI, “To”
which we have decided to identify as a verb is judged as incorrect.

Finally, we present the results in perspective 3. Tables 3.12 and 3.13 give
the results for Q5 and Q6, respectively. The concrete examples evaluated as
useful are shown in Table 3.14. The sum of the percentages for (A) and (B)
is between 53% and 71% for Q5, and between 30% and 61% for Q6. The
results for Q5 and Q1 indicate that we need not only to improve precision of
the dictionaries, but also to select and provide the relations that developers
prefer. On the other hand, the results for Q6 show that the dictionaries
contain many tuples that are suitable as naming examples for common Java
programs. These tuples should be separated into a domain independent
dictionary.

Table 3.15 gives the responses to Q7. Similar to the results for Q3,
the responses for Q7 confirm the need to separate these tuples into another
dictionary.

Moreover, we evaluated what extraction pattern contributed the useful
tuples. Table 3.16 shows the number of responses for tuples (Q1/Q2/Q5/Q6)
grouped by extraction pattern which takes the tuple. This table shows that
the extraction pattern 3 most contributed for taking useful patterns. In
addition, the table also shows that the extraction patterns 14 and 20 taking
many useful tuples, although the number of methods corresponded to these
patterns were relatively small.

3.4.5 Follow-up clarification of the results

Several tuples were determined to be undesirable to developers, despite the
tuples are popular either in the domain or in common Java programs. We
asked the participants to give reasons for this. The answers are given below.

• The tuple contains uncertain words. (e.g. abbreviation)

• The tuple is common sense for average developers.

• The tuple is used not in the whole domain, but in programs that are
dependent on a specific library.
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3.4.6 Discussion

The results for Q2 and Q3 show that the dictionaries contain V-O relations
in another domain. The contamination might be as a result of the following
two reasons.

• The threshold for filtering is too low to remove noise.

• Since software products generally span several domains, the relations
in the domains covered by each of the input products, also span several
domains.

The first problem is easy to solve by increasing the number of input
products.

Regarding the second problem, we have a solution as described below.
First, increase the number of domain categories and input products, and
then classify the products into the domain categories on a nonexclusive
basis. Thereafter, we track the original products of the tuples. If a tuple is
a candidate of two or more dictionaries, the best dictionary to include the
tuple is selected based on the original products and their domains.

3.4.7 Threats to Validity

From the viewpoint of the dictionary, the data assignment is performed
randomly, since the tuples are randomly extracted from the dictionaries.
However, the input software products were collected intentionally, and the
number of products may be insufficient.

Regarding the participants, they are students in a graduate school, and
not professional software developers. However, since they have experience
of software development through part-time jobs or research projects, they
have sufficient knowledge of several target domains to evaluate the dictio-
naries. Since the number of participants was not large enough, we could not
randomly assign participants to dictionaries.

3.5 Related Work

This section introduces related works on V-O relations in the source code,
and the differences between these works and our approach.

Shepherd et al. [72] and Fry et al. [70] extracted V-O relations from
methods or comments in source code written in an object-oriented language,
and used the relations for feature location and aspect mining. Hill et al. [73]
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extracted the (V, DO, IO) tuples from source code and applied the tuples to
feature location and aspect mining. Our approach is to build domain-specific
dictionaries suitable for providing identifier names.

Host et al. built a dictionary of verbs from the name and body of meth-
ods [74], and created several naming rules from the dictionary to detect and
fix incorrect naming [75]. Our approach is more relaxed compared to that in
[75]; many good examples can be obtained using a verb with an associated
object.

3.6 Summary and Future Work

This paper proposed an approach for building a domain specific dictionary
of verb-object relations. The entries in the dictionary, i.e. tuples consisting
of (V, DO, IO), are extracted from identifiers related to a method. For
the evaluation experiment, 29 extraction patterns were made manually, and
then four domain dictionaries were made from 38 software source codes.
The dictionaries were evaluated six subjects. As a result, we confirmed that
the entries in the dictionaries are popular in the domain, or common in
programs written in Java.

One of the future work is about the extraction patterns. We made the 29
extraction patterns, but these have not been sufficient for any applications
to extract all V-O patterns. Therefore, future work includes developing a
meta algorithm of making extraction patterns, or developing a probability
model which is independent on the particular patterns.

In the experiment, we did not evaluate the diversity of the dictionaries.
Since common Java source code includes a lot of getter and setter methods,
most of tuples in our dictionaries may be these methods. However, the
dictionary should include various relationships, so that future work includes
evaluating the diversity. In addition, developing an approach for extracting
various V-O relationships is also included in future work.

In the proposed approach, a domain of software using as input is iden-
tified manually. However, to input a lot of software, these domains should
be identified automatically. Therefore, future work includes using an auto-
matic domain identification method and evaluating the output dictionary.
We also aim to improve the precision of the dictionaries and to build larger
dictionaries from a larger set of source code files.
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Chapter 4

Comparison of Backward
Slicing Techniques for Java

4.1 Introduction

Program slicing [18] is an analysis technique developers use to extract state-
ments related to a specific behavior of interest. In particular, program slic-
ing extracts a set of statements that may affect the value of a variable in
a developer-specified statement. The set of statements extracted from a
program is called a program slice.

Existing studies have reported the effectiveness of program slicing for
supporting reuse activity. Lanubile et al. [19] proposed an approach for
making a new reusable component from existing software based on program
slicing [18]. Similarly, Komondoor [20] and Marx et al.[21] proposed ap-
proaches for component extraction based on program slicing, respectively.
The effectiveness of program slicing in other fields has also been reported.
Kusumoto et al. [30] report that program slicing is effective for debugging
tasks. If a variable has an incorrect value, developers can use the respec-
tive program slice to investigate program statements that are likely to have
output the incorrect value. In addition to debugging, program slicing has
been adopted by several advanced analysis techniques, e.g. information-flow
analysis [76] and change impact analysis [77].

Program slices should be accurate, in order to ensure that developers can
concentrate on the smallest number of statements during their tasks. The
System Dependence Graph (SDG) [33] has been proposed to represent how
statements interact with one another in a program to compute a program
slice. A program slice is obtained by backward traversal on an SDG from
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a vertex corresponding to a variable in a specified statement. Although
SDG cannot determine the minimal program slice [78], several techniques
have been proposed to approach it. For example, Allen et al. propose
representing exception handling in SDG [37]. SDG has also been extended
to represent Java language constructs [34] and data-flow via the fields of
objects [35, 36, 24]. The accuracy of SDG data-flow information depends
on the underlying points-to analysis accuracy, e.g. set-based [79, 80], object
sensitive [81], and hybrid context sensitive analysis [82].

Today, not only accuracy, but also scalability is important. Acharya et
al. [77] combine a lightweight program slicing technique with an accurate one
for change impact analysis, because the accurate technique is very time con-
suming. Studies [22, 23] propose Static Execute Before/After analysis to al-
ternate program slicing. The analysis depends on only a control-flow graph,
instead of a traditional SDG. Consequently, Static Execute Before/After is
lightweight and scalable, though less accurate than an SDG-based technique.
Beszedes et al. [23] report that the technique is useful for impact analysis.

Tailoring program slicing for developers’ and researchers’ needs is an
important issue. Java is the most popular programming language, in both
open source [38] and industrial software development [39]; however, accu-
racy and scalability of Java program slicing techniques have not yet been
investigated. Binkley et al. [40] evaluate program slicing for C/C++. They
compare slices obtained with various configurations of CodeSurfer [41]. Jasz
et al. [22] compare static execute before analysis and program slicing for
C/C++. Beszedes et al. [23] compare static execute after analysis with
forward program slicing in C/C++ and Java. They did not include a simple
backward program slicing technique and static execute before analysis for
Java, in the comparison. Moreover, improved slicing [24], an advanced slic-
ing technique for Java, has not been evaluated with practical applications.

One of the key differences of Java and C/C++ is method parameters.
Java only supports call-by-value parameter, while C/C++ has both call-
by-value and call-by-reference parameter. As a result, a parameter cannot
be used as output directly in Java. Instead of call-by-reference parameters,
fields of objects in a parameter are often used. Therefore, in Java analysis,
treatment of a field is more important than that in C/C++. The other
key difference is a treatment of virtual method call. A method call in Java
is implicitly treated as a virtual method call, while a virtual method call
in C/C++ is used only if the called method is declared as virtual method.
Consequently, conservative analysis to resolve frequent virtual method calls
may increase the size of program slices. Furthermore, Java includes several
dynamic features such as reflection. These language differences may cause

50



the difference between the slicing results of Java and C/C++.
We compared slicing techniques through Java program analysis, to an-

swer the following research questions.

RQ1. How accurate and scalable are slicing techniques compared to each
other?

RQ2. Which slicing technique is most appropriate in specific situations?

Our analysis compared four slicing techniques as follows.

Static Execute Before (SEB) (See Section 4.2.1 for details): A lightweight
technique based on control-flow analysis. Given a program statement,
SEB extracts statements that may be executed before an execution
of the statement which is completed. This approach is proposed as a
replacement of program slicing [22]. Although SEB is context sensitive
and never lost dependences, this technique has potential incorrectness
caused by ignoring data dependences.

Context-insensitive Slicing (CIS) (Section 4.2.2): A simple program
slicing technique [40], based on control-dependence and data-dependence
analysis with an SDG which data dependence edges directly connect
vertices representing field read/write statements instead of making
trees of fields. CIS extracts statements that may affect the execu-
tion of a given statement. CIS covers all possible data-flow paths, and
therefore may include infeasible control-flow paths.

Intersection of SEB and CIS (HYB) (Section 4.2.3): An improvement
of the two aforementioned techniques by combining these techniques.
HYB extracts an intersection of the statements extracted by both SEB
and CIS, and excludes infeasible paths from CIS. This is natural im-
provement, but is not evaluated. Therefore, we introduced this tech-
nique for comparison.

Improved Slicing (IMP) (Section 4.2.4): A sophisticated program slic-
ing technique for Java [24]. This is an extended version of traditional
program slicing technique [33] in order to precisely analyze Java. This
technique analyzes the data structure of objects and how objects are
manipulated in feasible control-flow paths. It is expected to extract a
more accurate program slice than the other techniques. However, it
is also expected that the analysis cost is higher than the others. The
actual precision and scalability of IMP in Java is unclear.
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Note that our comparison focuses on strategies to represent a program
as a graph, rather than the accuracy of the underlying analysis techniques,
such as points-to analysis, because all four methods can use the same analysis
techniques as infrastructure.

We apply the four program slicing techniques to six applications in Da-
Capo Benchmarks [83], in the comparison. We investigated scalability with
two configurations: Application separate from the library, and the whole sys-
tem including the library. We analyzed only an application with the former
configuration, by approximating control-flow and data-flow information in
the library. We analyzed all the control-flow and data-flow paths in both
the application and the library with the latter configuration.

In addition, we investigated the scalability of IMP in detail since IMP
could not analyze the whole system in the above experiment. We prepared
various analysis configurations using the six applications and sub packages
in java and javax packages. We measured the analysis time and the analyz-
ability by performing SDG construction of the configurations.

The rest of the paper is organized as follows. Section 4.2 presents the
concepts of the four program slicing techniques. Section 4.3 explains the im-
plementation details of our slicing tool. Section 4.4 describes the experiment
using the tool. Sections 4.5 and 4.6 discuss the results and the threats to
validity, respectively. Section 4.7 explains related work. Finally, Section 4.8
summarizes the study.

4.2 Slicing Techniques Under Evaluation

This section introduces the basic ideas of the four slicing techniques com-
pared in this study. All four techniques extract a program slice in two steps:
Graph Construction, and Graph Traversal. Each technique constructs a
graph representation of a target program, in the graph construction step.
A slice for a given program element is extracted by graph traversal, in the
graph traversal step. After a graph is constructed once, all slices can be
extracted from that graph.

Tables 4.1 and 4.2 show examples used in the following subsections to
explain the differences among the techniques. Both of their source code col-
umn show the same example program. The main method of the program is
located on line 2. It calls four methods init, pass, sum, and mult in sequen-
tial order. Two of the methods, sum and mult, call the same method foo.
Note that the init method creates values for the sum and mult methods.
The pass method does nothing for the other methods.
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Table 4.1: Example of Source Code and its Slicing Results (The criteria is
y at line 5)

Line Source code SEB CIS HYB IMP

1 class Main {
2 public static void main(String[] args) {
3 A a = init(); X X X X
4 pass(); X
5 int y = sum(a); X X X X
6 int z = mult(a); } X
7 static A init() {
8 A a = new A(); X X X X
9 a.x = 1; X X X X

10 return a; } X X X X
11 static int sum(A a) {
12 int l = a.foo(); X X X X
13 return 1 + l; } X X X X
14 static int mult(A a) {
15 int l = a.foo(); X
16 return 10 * l; } X
17 static void pass() { return ; } X
18 }
19 class A {
20 int x;

21 int foo() { return this.x; } } X X X X

Tables 4.1 and 4.2 show not only source code, but also results of slicing.
The criterion of Tables 4.1 and 4.2 are the variable y in line 5, and the
variable z in line 6, respectively. The right columns of the both tables show
the slicing results by each slicing technique for comparison in the following
subsections. The top row of the columns shows the slicing technique. Each
cell shows whether the slice includes the corresponding line or not. If a
cell includes a check mark, the slice includes the corresponding line. For
example, the slice of SEB with respect to the slicing criterion y includes
lines 3, 4, and 5 in main, and all lines in init, pass, sum, and foo.

4.2.1 SEB: Static Execute Before

SEB [22] extracts statements that may be executed before the statement
of interest execution is completed. SEB uses a control-flow graph for each
method and a call graph for a target application. Given a program state-
ment in a method, SEB identifies call sites that may directly or transitively
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Table 4.2: Example of Source Code and its Slicing Results (The criteria is
z at line 6)

Line Source code SEB CIS HYB IMP

1 class Main {
2 public static void main(String[] args) {
3 A a = init(); X X X X
4 pass(); X
5 int y = sum(a); X X X
6 int z = mult(a); } X X X X
7 static A init() {
8 A a = new A(); X X X X
9 a.x = 1; X X X X

10 return a; } X X X X
11 static int sum(A a) {
12 int l = a.foo(); X X X
13 return 1 + l; } X X X
14 static int mult(A a) {
15 int l = a.foo(); X X X X
16 return 10 * l; } X X X X
17 static void pass() { return ; } X
18 }
19 class A {
20 int x;

21 int foo() { return this.x; } } X X X X

invoke the method that includes the statement. Then, SEB identifies other
statements, using graph traversal on control-flow graphs. SEB also identifies
statements in methods that may be invoked before the given method. SEB
extracts statements that may affect a given statement. Hence, it can be seen
as the most lightweight variant of program slicing.

For example, if y in the line 5 is selected to compute a slice, the result
includes lines 3, 4, 5 and also lines with the methods init, pass, sum, and
foo, as shown in Table 4.1. The methods sum and foo are included because
the variable y on line 5 is returned from sum, and the method calls foo.
While foo is called from both sum and mult, mult is not included in the
result, because the call site is not executed before line 5.

4.2.2 CIS: Context-Insensitive Slicing

CIS extracts statements that may affect the execution of a given state-
ment. CIS is based on the context insensitive slicing technique implemented
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in CodeSurfer [41] which is evaluated in the study of Binkely et.al. [40].
Similar to traditional program slicing, CIS makes SDG. The vertices rep-
resent statements in the program, and edges represent control dependence
and data dependence in the program. CIS extracts a program slice with
backward traversal from vertices that correspond to a selected statement.

Control dependence represents the effect of control statements (e.g. if

statements), while control-flow represents only the order of execution se-
quence. Data dependence represents the def-use relationship of variables.
SDG represents data flow relationships with vertices that represent for-
mal parameters of the method and actual arguments of the method call.
Parameter-in/out edges connect vertices for parameters, according to method
call relationships. If a method call instruction is a virtual method call, firstly,
a possibly callable methods from the call instruction are extracted using with
a points-to analysis result. Next, call edges and parameter-in/out edges are
drawn between the call instruction and all callable methods.

We extend SDG of the context insensitive slicing technique [41], to rep-
resent data dependence of object fields and class variables, to compute a
program slice for Java. An SDG has a data dependence edge for a field
access between statements s and t, if s writes a field of an object and t
may read the field of the object. Points-to analysis is used to check whether
the two statements may have accessed the same object or not. Similarly, a
data dependence edge exists between statements s and t if s writes a class
variable and t reads the class variable.

Note that these data dependence edges for fields and class variables are
potentially context-insensitive because these edges ignore method call re-
lationships. As a result, performing context-insensitive slice rather than
context-sensitive slice is required for keeping soundness of the slicing result.

Figure 4.1 is an excerpt of an SDG representing the program in Tables 4.1
and 4.2. A vertex with a label that is a method name represents a method
entry vertex. A vertex with a label that is a digit represents a statement. A
rectangle vertex, with a label that is a parameter name, represents a formal
parameter. A data dependence edge, from line 9 to line 21, shows data
dependence through field x. If a developer selects variable y on line 5, CIS
would extract lines 3, 5, and 6 in the main method, and lines in the sum,
foo, init, and mult methods. This is because vertices corresponding to
those lines are reachable from the vertex corresponding to line 5. As shown
in Tables 4.1, compared to the SEB of y, CIS excludes the line 4 and pass

which are executed before line 5 but do not have data/control dependence
on line 5.

One of the shortcomings of CIS is that it may include infeasible control-
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Figure 4.1: SDG for CIS

flow paths. An inter-procedural path is feasible if a method call in the path
corresponds to a method return in the path. A control-flow path through
lines 12, 21, and 12 is feasible, because it starts from a method call and
correctly returns to the call site. On the other hand, a path through lines
15, 21, and 12 is infeasible, because it goes to another call site. Including
mult in the slice of CIS for y would be caused by traversing this infeasible
path.

4.2.3 HYB: Context-Insensitive Slicing with Static Execu-
tion Before

HYB extracts an intersection of statements obtained by SEB and CIS. As
mentioned above, CIS for y includes mult as a false positive, even though
mult is never called before line 5. HYB combines SEB and CIS to remove
such infeasible statements from the result of CIS, by computing an intersec-
tion of the SEB and CIS results.

As shown in Table 4.1, a slice for y in line 5 includes lines of sum, foo,
and init, while it excludes pass and mult. The result is just an intersection
of the result of SEB for y and that of CIS. As a result, the result of HYB is
improved by either of the two techniques.

4.2.4 IMP: Improved Slicing

IMP [24] extracts statements that may affect the execution of a given state-
ment, similar to CIS. For C/C++, Liang et al.[35] extended traditional pro-
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gram slicing [33] to handle the fields of objects. IMP is a further extension
of field handling for precise analysis of Java. IMP regards all fields accessed
by a method as arguments of the method, instead of edges directly connect-
ing field access between methods. This representation reflects how fields are
manipulated through control-flow paths. Similar to CIS, if a method call
instruction is a virtual method call, call edges and parameter-in/out edges
are drawn between call instruction and all callable methods.

IMP represents fields of a parameter as a tree. Let r.f is a receiver
object r and a field f, p(r) is points-to set of r. A vertex representing field
f is added as a child of a vertex representing r if a vertex representing r’

which points-to set p(r’) is equal to p(r) does not exist in the pass from
root to r. As a result, a tree made by the IMP’s approach has at least
one vertex representing an accessed field. Additionally, the IMP’s approach
can handle recursive structure distinguishing their points-to sets. Whereas
the existing technique [35] stops expansion of a field tree at a specific level
given by a parameter in order to avoid infinite expansion of a recursive data
structure, IMP uses points-to information to stop infinite expansion.

A program slice is extracted by backward two-phase slicing [33], which
avoids inter-procedural infeasible paths. For two-phase slicing, summary
edges are prepared. A summary edge connects an actual-in vertex to an
actual-out vertex if the actual-out vertex depends on the actual-in vertex.
After building summary edges, two-phase slicing is performed. The first
phase of two-phase slicing perform backward traversal from a given criteria
along data dependence edges, control dependence edges, call edges, summary
edges, and parameter-in edges, but not along parameter-out edges. The
second phase performs backward traversal from all actual-out vertices visited
in the first phase along data dependence edges, control dependence edges,
summary edges, and parameter-out edges, but not along call edges and
parameter-in edges.

Figure 4.2 shows SDG for IMP, for the source code in Tables 4.1 and 4.2,
with omitted vertices that represent actual arguments and summary edges
[84]. Vertices that represent parameters not only have argument/parameter
variable vertices, but also have field vertices. For example, vertex 10, which
is the statement vertex and also formal-out vertex of init, has field vertex x,
because the variable a returned in line 10 has a field x. Similarly, formal-in
vertices of sum, mult, and foo have x as field vertices.

Figure 4.3 shows the subgraph of SDG for line 5 and sum including
omitted vertices in Figure 4.2. Line 5 has the call instruction of sum which
has argument a and returned value assigning to y. SDG in Figure 4.3 has
vertices of a and $Actual-out which correspond to the argument and the
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returned value respectively. Additionally, the SDG has a vertex x which
represents a field x of the argument a.

A red dashed line in Figure 4.3 shows a summary edge. In an execution
of sum, parameter a is used as a receiver object of call foo in line 12, and then
a field x of a is used for the return value of foo. The returned value of foo in
line 12 is used for return value of sum in line 13. As a result, argument a and
x has transitive dependencies for return value of sum. Therefore, summary
edges connect a vertex a and a vertex x to a $Actual-out vertex. Similar to
the subgraph for line 5, subgraphs for lines 3, 12, and 15 have actual-in/out
vertices and summary edges.

If the variable y on line 5 is selected, IMP performs two-phase slicing
as follows: Firstly, first phase visits actual-out vertex of call sum via data
dependence edge, and then actual-in vertices of call sum via summary edges,
and more. As a result, first phase visits vertices of line 5 and line 3 including
actual-in/out vertices. Second phase starts from actual-out vertices of line 5
and 3, and visits sum, foo, init via any edges except call and parameter-in
edges. As a result, IMP extracts line 3, line 5, sum, foo, and init. Note
that this result is the same as the result of HYB as shown in Table 4.1. HYB
is effective in the case that SEB can remove infeasible paths from the result
of CIS.

On the contrary, if the variable z on line 6 is selected, IMP extracts
line 3, line 6, and mult, foo, and init. Table 4.2 shows that this is more
precise than HYB, because HYB extracts sum in addition to the three other
methods, because sum is executed before mult, and sum is reachable from
mult, via an infeasible path in SDG.

4.2.5 Comparison of Graph Construction Process

Those four slicing techniques call both graph construction and control-flow
analysis. SEB computation requires only the results of these analyses. CIS,
HYB, and IMP all require additional processes, which include points-to and
control/data dependence analyses. After that, SDG for CIS and HYB is
constructed by making a traditional SDG and the connecting field/class
variable. On the other hand, SDG for IMP is constructed by building a field
tree of each argument and parameter, making the vertices and edges like in
traditional SDG, and then computing the summary edges [84].
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4.3 Implementation

We implemented four slicing techniques that target Java bytecode, because
the bytecode is easier to analyze than the source code. Moreover, there are
tools for points-to analysis and handling reflection targeting bytecode. We
use the same points-to analysis and reflection handling process with all four
slicing techniques. Therefore, all of the techniques under comparison use
the same call graph and points-to information.

4.3.1 Points-to Analysis and Call Graph Construction

We used the Spark pointer analysis toolkit [85] with the Soot framework
[86] for points-to analysis and call graph construction. Spark is imple-
mented based on Andersen’s points-to analysis algorithm [80], which is flow-
insensitive, context-insensitive analysis. This context insensitive algorithm
is good enough [87], because the slicing techniques under comparison do
not require explicit context sensitivity, such as object sensitivity [81]. We
used the default Spark configuration, the so called “on-fly-cg” and “field-
sensitive”, though Spark has many other options.

4.3.2 Handling Reflection

Reflection, which is a dynamic feature of Java, is the cause of imprecision
in static program analysis. We used TamiFlex [88] to get the reflection
result from a program execution. This tool can replace a reflection method
invocation with a concrete method invocation, observed during a target
program execution.

4.3.3 Approximation of Library

A slicing tool should analyze all methods reachable from the main method of
the program, including the library used by the program, when computing a
program slice. On the other hand, libraries may consume time and memory
space for analysis, because class libraries, such as the JDK Platform API,
include a large number of classes, even though most of them are not used
by target programs. Additionally, some library methods are unanalyzable,
e.g. native methods and methods protected by software license. We used
the following approximations, to handle such unanalyzable code.

First, we assumed that for each library the method calls, the return value
depends on the arguments. We connected edges from vertices representing
arguments to their corresponding vertex representing the return value.
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Secondly, we assumed that for collection classes (e.g. List and Map),
method calls that modify a collection affect method calls that refer to the
collection content. We manually listed methods such as add and put to
modify a collection. We regarded other methods as those that refer to
content. We translated the former method calls into statements, writing
an artificial field representing collection, and the latter method calls into
statements reading the field.

Finally, we excluded the hashCode and equals methods of all classes
from analysis, if collection classes were not included in the analysis. This is
because those methods are usually called back from collection classes.

4.4 Experiment

4.4.1 Design and Analysis Target

The goal of this experiment was to evaluate and compare scalability and
accuracy of four slicing techniques. We measured the time required to con-
struct an SDG and the size of the SDG, to analyze scalability. We measured
the ratio of instructions included in a slice against the instructions in a
target program, to analyze accuracy.

We analyzed six applications in DaCapo Benchmarks (version 9.12) [83].
DaCapo Benchmarks is a collection of real Java applications, with their
execution scenarios. The six applications we used are avrora, batik, h2,
luindex, pmd, and sunflow. Table 4.3 shows the size of the applications
based on the number of methods that are reachable from their main methods.
The table shows the number of classes, which includes reachable methods,
the number of reachable methods, and the number of bytecode instructions
in reachable methods. The columns “APP” and “LIB” show the numbers
of classes/methods/instructions for application classes and library classes,
respectively. We regard classes in the following packages as library classes:
java.*, javax.*, sun.*, com.sun.*, com.ibm.*, org.xml.*, apple.awt.*, and
com.apple.*. We obtained this list of packages from a TamiFlex document
[89].

First, we executed the default application execution scenarios with Tam-
iFlex, to record invoked methods by reflection. Next, Soot performed points-
to analysis and call graph construction, with the output of TamiFlex. We
constructed an SDG based on this information. A slicing criterion is a ver-
tex in the SDG that corresponds to a bytecode instruction in APP. We
performed backward slicing with each slicing criteria, and then measured
the size of each slice.
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Table 4.3: Size of Analysis Targets

#Classes #Methods #Instructions
APP LIB APP LIB APP LIB

avrora 49 1,701 290 10,697 9,690 321,666

batik 146 4,133 674 26,459 26,336 769,825

h2 130 1,741 670 11,118 18,875 331,844

luindex 74 1,705 380 10,710 11,678 322,652

pmd 139 1,712 480 10,762 13,838 322,857

sunflow 58 3,751 331 24,144 11,786 684,263

We compared the relative slice sizes against an application, because the
four techniques define graphs differently. We computed slice size, as the
ratio of the number of application method instructions in the slice to the
number of application method instructions in the program.

We used two different configurations. The first was Application separated
from library, which analyzes application classes with library approximation.
The second was the whole system including library that analyzes the whole
application and its libraries without approximation.

We used a machine with Windows 7 64bit, Intel Xeon E5-2620 2.00GHz
2 processor CPU, and 64GB of RAM.

4.4.2 Result

Configuration 1: Application separated from library

Figure 4.4 shows the bar charts of the time required to construct an SDG for
each application. Note that HYB used the same SDG as CIS, so that those
times are the same. Table 4.4 shows the time of each step. The columns
“Points-to Analysis (all)” and “Control-flow Analysis (all)” show the time
required for points-to analysis and control-flow analysis. These analyses are
common for all techniques. The column “Dependence Analysis (CIS/HYB)”
shows the time required to analyze dependencies for CIS and HYB, using
the information obtained by the points-to and control-flow analyses. The
column “Dependence Analysis (IMP)” shows the time required to analyze
dependencies for IMP, using the same information.

The time required for SDG construction was dependent on the time
required for points-to and control-flow analyses, in this configuration. CIS
took only a few additional seconds, while dependence analysis of IMP took
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Figure 4.4: Time to Construct SDG in Configuration 1

ten times longer than that of CIS. The time required was still shorter than
that required for the underlying analyses. After SDG construction, all four
slicing techniques under comparison were able to compute a program slice
in less than one second (a few milliseconds in most cases).

Table 4.5 shows the number of vertices and the number of edges for each
SDG. IMP usually constructs a larger graph than CIS, to more precisely
represent data-flow. CIS had 44 percent of the number of vertices that IMP
had and 29 percent of the number of edges that IMP had.

Figures 4.5, 4.6 and 4.7 show the distribution of slice sizes of each ap-
plication. The X-axis in these figures shows the index of slice criteria. It
means that slices corresponding to the points in the same X-axis had the
same criteria. The Y-axis shows the relative size of a program slice. The
slices are sorted in ascending order of the relative IMP slice. The legend in
the figures shows that CIS, SEB, HYB, and IMP are represented by blue,
green, red, and light blue points, respectively.

IMP extracted smaller slices than the other three slicing techniques. For
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(a) avrora

(b) batik

Figure 4.5: Scatter Plots of Relative Slice Size (percentage) on Configuration
1 (avrora and batik)
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(a) h2

(b) luindex

Figure 4.6: Scatter Plots of Relative Slice Size (percentage) on Configuration
1 (h2 and luindex)
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(a) pmd

(b) sunflow

Figure 4.7: Scatter Plots of Relative Slice Size (percentage) on Configuration
1 (pmd and sunflow)
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Table 4.4: Detail of Time to Construct SDG in Configuration 1

Points-to
Analysis

(all)

Control-Flow
Analysis

(all)

Dependence
Analysis

(CIS/HYB)

Dependence
Analysis
(IMP)

avrora 49.16 sec. 0.18 sec. 0.82 sec. 7.84 sec.

batik 193.49 sec. 0.25 sec. 2.75 sec. 63.59 sec.

h2 59.76 sec. 0.23 sec. 1.97 sec. 28.25 sec.

luindex 51.82 sec. 0.22 sec. 0.91 sec. 9.66 sec.

pmd 62.81 sec. 0.22 sec. 1.07 sec. 8.48 sec.

sunflow 130.83 sec. 0.13 sec. 0.94 sec. 12.40 sec.

Table 4.5: SDG Size in Configuration 1

CIS IMP
#Vertices #Edges #Vertices #Edges

avrora 14,948 32,916 43,767 178,110

batik 38,439 86,394 84,052 276,873

h2 30,291 64,538 151,738 1,054,257

luindex 18,388 39,701 47,957 181,496

pmd 22,782 48,096 50,322 175,634

sunflow 17,887 38,755 44,047 185,103

example, with avrora, IMP extracted less than 40 percent of the program
instructions in 99 percent of the cases. IMP extracted 9.6 percent of the
instructions on average. On the contrary, SEB extracted more than 80
percent of the instructions in all cases except for batik. One half of the
instructions SEB extracted were likely false positives, according to IMP
slice. An HYB slice was smaller than both SEB and CIS slices.

Figures 4.5, 4.6 and 4.7 show that several clusters of slices that had
similar slice sizes are visible. A similar trend is reported in [90]. The phe-
nomenon was caused by a dependence cluster [91], which is a strongly con-
nected component in a graph. If traversal of program slicing reached an
element in a dependence cluster, the traversal reached all elements in the
dependence cluster.
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Figure 4.8: Time to Construct SDG in Configuration 2

Configuration 2: The Whole System Including Library

Figure 4.8 shows the bar charts of the time required to construct an SDG
for each application. Table 4.6 shows the time required to construct an
SDG for an application including the library. The table does not include
IMP, because 64GB of memory was insufficient for IMP to construct an
SDG. Points-to analysis took several minutes, and SDG construction for
CIS also took several minutes. SEB was much faster than CIS for a large-
scale program, because the time for SDG construction increased significantly
compared with points-to analysis. Table 4.7 shows the number of SDG
vertices and edges for CIS. The numbers of vertices and edges were, on
average, 28 and 40 times larger than SDG without the library, respectively.

The maximum time to compute a slice with SEB, CIS, and HYB was
4.27, 5.13, and 8.55 seconds, respectively. The results show that a program
slice can be computed for a large program, within a practical time period.
HYB computation took only a few seconds longer than CIS computation,
because CIS had to construct a control-flow graph.
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(a) avrora

(b) batik

Figure 4.9: Scatter Plots of Relative Slice Size (percentage) on Configuration
2 (avrora and batik)
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(a) h2

(b) luindex

Figure 4.10: Scatter Plots of Relative Slice Size (percentage) on Configura-
tion 2 (h2 and luindex)
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(a) pmd

(b) sunflow

Figure 4.11: Scatter Plots of Relative Slice Size (percentage) on Configura-
tion 2 (pmd and sunflow)
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Table 4.6: Detail of Time to Construct SDG in Configuration 2

Points-to
Analysis

(all)

Control-Flow
Analysis

(all)

Dependence
Analysis

(CIS/HYB)

avrora 117.75 sec. 1.40 sec. 67.97 sec.

batik 349.31 sec. 3.10 sec. 298.52 sec.

h2 132.21 sec. 2.24 sec. 86.96 sec.

luindex 125.85 sec. 1.24 sec. 78.94 sec.

pmd 128.67 sec. 1.40 sec. 81.19 sec.

sunflow 264.57 sec. 2.89 sec. 193.19 sec.

Table 4.7: Size of SDG for CIS in Configuration 2

#Vertices #Edges

avrora 449,186 1,335,862

batik 1,124,286 3,927,998

h2 477,478 1,423,244

luindex 494,814 1,480,095

pmd 499,047 1,490,075

sunflow 1,033,777 3,207,852

Figures 4.9, 4.10 and 4.11 show the slice size distributions. The X-axis is
the index of slices sorted by the ascending order of HYB slice size. The Y-
axis shows the relative slice size. The relative slice size does not include the
instructions in the library, because the library instructions are not visible to
developers.

The resultant distributions are similar to the scatter plots of configura-
tion 1. Although SEB extracted a small slice in some cases, it often extracted
more than 80 percent of the instructions. Slices extracted by CIS were all
almost the same size, due to SDG dependence clusters, while the maximum
CIS slice size was lower than that of SEB. HYB extracted a significantly
smaller slice in some cases, and a slightly smaller slice than CIS for most
cases, because HYB was an intersection of SEB and CIS.
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4.4.3 Scalability Analysis of Improved Slicer

Design and Analysis Targets

While IMP cannot analyze an entire system as mentioned previously, it is im-
portant to know the scalability for practical use. To measure the scalability
of IMP, we measured required time to construct SDG for various config-
urations. If the construction takes longer than a predetermined threshold
(3,600 seconds), the configuration is classified as unanalyzable. The thresh-
old is determined by the length of developers’ typical daily sessions [92].

We have used the same six applications as the first experiment. We
selected 14 major sub-packages in LIB which are shown in Table 4.8. Table
4.8 shows the numbers of classes, methods, and instructions reachable from a
main method of an application. Note that the numbers in Table 4.8 are taken
from the result in the configuration: the whole system including library.

We constructed configurations for each application (A) with the set of
sub-packages in Table 4.8 (S) by the following steps.

1. For each s ∈ S, one sub-package configuration including A and s is
created.

2. Select sub-packages S′ ⊆ S whose one-package configurations are an-
alyzable within the time limit.

3. For each k ∈ {2, 3, ..., |S′|}, a configuration is created by randomly
selecting k sub-packages from S′.

Result

Table 4.9 shows the distribution of analyzable programs and required time to
prepare SDG. In order to show the difference of analyzability by the program
size, we aggregate the result by the number of instructions. The interval is
10,000. The first column of Table 4.9 shows the range of the number of
instructions. The column “#Config.” shows the number of configurations
whose size is included in the corresponding range. The column “#Analyz-
able (Percentage)” shows the number and ratio of the configurations which
were analyzed within the limit time. The rightmost column shows the mean
of required time to prepare SDG for the analyzable configuration programs.
Note that all programs include over 100,000 instructions always failed to be
analyzed, so that their results are totaled in the last row.

As Table 4.9 shown, even if a program is small size, the analysis time may
be over 3,600 seconds. The minimum configuration which was not analyzed
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Table 4.8: Sub packages used for scalability analysis

Sub Package Name #Classes #Methods #Instructions

java.awt 399 3,113 97,136

java.beans 20 192 5,792

java.io 92 805 21,089

java.lang 175 1,440 35,003

java.math 8 150 9,257

java.net 83 622 17,662

java.nio 127 623 10,156

java.security 108 482 11,400

java.sql 9 33 870

java.text 52 525 19,422

java.util 494 3,340 82,178

javax.crypto 27 166 5,365

javax.security 15 75 1,549

javax.swing 835 5,568 146,716

within 3,600 seconds is avrora with java.text package that has 26,325 in-
structions. Any configurations including java.text were not analyzed within
the time limit, partly because java.text includes a recursive data structure
such as a container for text that increases analysis cost.

The minimum unanalyzable configuration including more than one sub-
packages is the configuration which includes h2, java.io, java.lang, java.math
and java.security. The configuration includes 75,552 instructions. Since in-
dividual sub-packages are analyzable, the configuration is classified as unan-
alyzable because of the scalability rather than the complexity of one of the
sub-packages. Actually, most of configurations including more than 80,00
instructions were classified as unanalyzable.

On the other hand, the maximum analyzable configuration is sunflow
with java.awt, javax.crypto, and javax.security packages. The configuration
includes 477 classes, 3,409 methods and 98,073 instructions.

Table 4.9 shows that programs including less than 70,000 instructions
are analyzable in the highly probabilities which is at least 83.33%. On the
contrary, the success probability of an analysis is slightly falling down if a
program includes more than 70,000 instructions. The ratio of analyzable
programs including from 70,000 to 80,000 instructions is about 55%. In
addition, in the case of more than 80,000 instructions, the percentage of
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Table 4.9: The Distribution of the Analyzable Programs and Time to Con-
struct SDG

Range of
#Instructions #Config.

#Analyzable
(Percentage)

Mean of Time
to Prepare SDG

[0,10k) 0 0 (0%) NA

[10k,20k) 8 8 (100%) 113.39 sec.

[20k,30k) 28 25 (89.28%) 121.35 sec.

[30k,40k) 12 10 (83.33%) 255.02 sec.

[40k,50k) 11 10 (90.90%) 416.16 sec.

[50k,60k) 2 2 (100%) 307.81 sec.

[60k,70k) 3 3 (100%) 837.48 sec.

[70k,80k) 9 5 (55.55%) 807.05 sec.

[80k,90k) 9 1 (11.11%) 1,934.65 sec.

[90k,100k) 9 3 (33.33%) 1,055.56 sec.

[100k,230k) 14 0 (0%) NA

analyzable programs is more smaller. Therefore, 70,000 instructions seem
to be the limit of analyzable program size by IMP of our implementation.

4.5 Discussion

We review the results in terms of accuracy and scalability to answer to RQ1.

First, we discuss accuracy. SEB in many cases extracted from 80 to 100
percent of the entire program. This indicates that SEB may have been only
slightly effective. CIS consistently extracted 70 percent for any instructions
in a program. This was caused by large SDG dependence clusters, as previ-
ously mentioned. HYB slices were sometimes much smaller than CIS slices,
partly because SEB removed instructions in dependence clusters caused by
infeasible SDG control-flow paths. IMP extracted smaller slices than the
other techniques; however, it could not compute a slice for the entire pro-
gram.

Table 4.10 shows the median relative slice sizes among the slicing tech-
niques. IMP extracted 22 percent of the instructions that SEB extracted
and 69 percent of the instructions that HYB extracted. Therefore, IMP
would be the best choice of the four slicing techniques when using the li-
brary approximation.

Binkley et al. [40] report the average backward slice size as 28.1 percent
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Table 4.10: Rates Compared Other Techniques

Configuration1 Configuration 2

HYB / SEB 0.42 0.75

HYB / CIS 0.99 0.99

IMP / SEB 0.22 -

IMP / HYB 0.69 -

of the program, while IMP in this study had an average of nine percent. IMP
might have achieved this improvement with more accurate field representa-
tions. In [40], they used another representation proposed by Liang et al.
[35], the disadvantages of which are discussed in [24]. Differences between
C/C++ and Java might also have affected the results. C/C++ programs
can access arbitrary memory locations with pointers, while Java programs
use only objects and fields to access memory locations. This difference could
make Java program analysis easier than C/C++ analysis.

Second, we discuss scalability. IMP cannot analyze an entire system,
as mentioned previously. IMP may construct a large tree of fields for an
argument, because a field often contains another object. In the worst case,
the size of a tree is estimated as O(fp), where f is the number of fields in
an object and p is the number of object allocation sites. In other words, the
number of vertices may increase exponentially according to program size.
Actually, scalability anlaysis in Section 4.4.3 shows following two findings:

• If an analysis target program includes a container library, failure prob-
ability of the analysis will increase.

• 70,000 instructions is the indication of the analyzable program size of
IMP. If a program includes more than 70,000 instructions, the success
probability of analysis will be falling down. Moreover, 98,073 instruc-
tions is the limit size for analysis by IMP. The limit is large enough
to analyze various programs in the DaCapo Benchmarks without li-
braries, while it is insufficient to analyze the programs with libraries.

On the contrary, since SEB needs only call graph and control-flow graph,
the required memory space and analysis time are explicitly smaller than
IMP. Similarly, the memory space of CIS/HYB depends on control/data de-
pendencies of each method, call graph, and square of the field access instruc-
tions. The results showed that this cost is also practical, because CIS/HYB
can be computed even if the analysis target includes Java Platform APIs.
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We answer to RQ2 based on the previous discussion. Since IMP output
the best precise result, IMP is suitable if an analysis target program can be
analyzed. However, if the program size is larger than 70,00 instructions, the
analysis is prone to fail. In addition, approximation of container libraries
may be needed. Therefore, it is suitable that developers need to analyze
a middle-size application or a subsystem of a large application. Note that
development of a suitable approximation for an application may present
technical challenges.

On the other hand, when developers need to analyze a large program or
a program including a library, e.g. Java Platform API, HYB is the most
suitable technique, in terms of scalability and accuracy. CIS analyzes control
and data dependencies in HYB, and SEB takes a few additional seconds to
remove infeasible control-flow paths from CIS.

4.6 Threats to Validity

We approximated Java library code in the comparison of IMP and the other
techniques, due to IMP’s scalability. If a method in a Java library provided
dependence via heap fields, IMP and CIS slices will not include statements
that actually relate to the selected statement. The approximation assumes
methods in the library do not call back application methods. This assump-
tion may also result in false negatives. We did not directly compare the
results of these two configurations, due to this threat.

Points-to analysis affects slices. We used Spark, but there are many
other points-to analysis tools and methods we could have used: e.g. object-
sensitive points-to analysis [81], hybrid context-sensitive points-to analysis
[82], etc. The resulting slices could be more precise if more accurate points-
to analysis is used. Improving points-to analysis would be more effective
for CIS and IMP, rather than SEB, because SEB uses only a call graph
created by points-to analysis, while CIS and IMP use improved field access
information, in addition to the call graph.

Reflection handling also affects analysis results. We used TamiFlex,
which collects methods that were actually invoked during execution of a
target program. The results are affected not only by the analysis target
programs, but also by their execution. Program slices computed in the
study miss some statements that could be executed through reflection, but
are excluded from the default execution scenario in the DaCapo Benchmarks.

We obtained the results from six applications. The results may not be
applicable to arbitrary Java programs; however the target programs included
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real Java applications. Therefore, we believe the result is indicative of a
general trend.

The results of this experiment depend on the experimental environment
which includes CPU, RAM, and operating system. Therefore, the concrete
values such as seconds of execution may not be applicable to general execute
environments. However, the result of relatively comparing each technique is
generally applicable, such as the ratio of difference of the precision and the
analysis time.

Our slice implementations might contain some defects possibly affecting
the results shown here. We have provided our implementation and dataset
on our website, to enable other researchers to replicate the study and conduct
further research.

4.7 Related Work

Binkly et al. [40] compare various kinds of program slicing. However, IMP
and SEB were not included in the comparison. Additionally, the target
applications are written in C/C++. Our targets were programs written in
Java. In addition, CodeSurfer which is a program slicing tool and used in
[40] can analyze C++ templates in analysis target source code, but it does
not analyze templates in library and not in analysis target source code, such
Standard Template Library (STL). [40] does not clear about handling STL.
On the contrary, our Java bytecode analysis includes Java Platform APIs
corresponding to STL can be performed.

[22] also compares program slicing and SEB and analyzes programs writ-
ten in C/C++. We have compared SEB and two slicing techniques, CIS and
IMP, for Java programs. Beszedes et al. [23] compared static execute after
analysis with forward program slicing for C/C++ and Java programs. How-
ever, they did not evaluate SEB and the backward slicing techniques that
we have compared in this study.

Binkley et.al. also evaluated optimization techniques of massive slic-
ing which is an application of program slicing [93]. Massive slicing takes
all program slice from each possible criteria, and is used for debugging.
Optimization techniques evaluated in [93] optimize SDG or memory repre-
sentation for SDG, but it is required that building full SDG for the first
time. We evaluate approaches of building SDG or one corresponding SDG
before optimizing.

[24] evaluates the SDG size of programs. However, most of the analyzed
programs are student programs, and the analyzed program size is at most 10

78



KLOC, while we analyzed real Java applications. They also did not report
the average size of a slice compared with other techniques.

There are slicing approaches for object-oriented programming languages
other than IMP. Liang et al. [35] propose an SDG that also simulates object
trees of formal/actual in/out vertices. However, they expand field trees
based on the object type (i.e. variable type) and use k-limit to expand
a tree to stop infinite expansion. Therefore, the approach is less precise
than IMP. Larsen et al. [36] also proposes an SDG that treats heap field
input/output as formal/actual in/out. This means that the Larsen approach
does not make an object tree, it is field-based, not object-sensitive. IMP
is an object-sensitive approach; therefore, it is more precise than Larsen’s
approach.

4.8 Summary

We evaluated the scalability, precision and tradeoffs of four slicing tech-
niques; SEB, CIS, HYB, and IMP. We selected six real Java applications in
DaCapo benchmarks for evaluation. We computed slices of instructions in
each application and compared the slice sizes and computation times of the
slicing techniques.

The results show that HYB had good scalability, which was achieved with
a small cost increase over CIS. An HYB slice is 25 percent smaller than the
SEB slice. Moreover, an HYB slice is sometimes significantly smaller than
a CIS slice, because HYB considers feasible control-flow paths from SEB.
When developers need to analyze a large program or a program including a
library, our results indicate that HYB is suitable.

On the other hand, our results show that IMP is the most accurate of
the four slicing techniques. An IMP slice contains 22 percent of SEB and
69 percent of HYB. However, IMP does not have the scalability required to
analyze a large program, such as a whole system including a JDK library.
When developers need to analyze a middle-size program or a subsystem, our
results indicate that IMP is suitable.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this dissertation, we have addressed three issues related to software reuse,
which include software license, retrieval for reusable components implement-
ing a feature, extraction of a reusable component.

First, we have performed a quantitative study for the investigation of
the impact of software licenses to copy-and-paste reuse activity among OSS
projects. The study has shown the followings:

• copy-and-paste mostly occurs within source code under the same li-
cense

• substantial amount of reused code fragments appeared in GPLv2+
product

• permissive licensed files tend to be reused more than copyleft ones

The result of the first study gives the quantitative guide for developers’
license selection.

Secondly, we proposed an approach for building domain specific verb-
object relationship dictionaries. The dictionary includes tuples consisting
of (Verb, Object, Indirect Object) which are extracted from identifiers in
method signatures. In the experiment, we showed that the tuples in the
dictionary are popular in the target domain or common Java programs. The
result of the second study helps appropriate naming and resolving searching
issue.

Thirdly, we performed a comparative study of four backward program
slicing techniques for Java. The comparison shows that the combination
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of context-insensitive slicing and static execute before has the scalability
for analyzing an entire large system, and outputs a slice which size is 25
percent smaller than static execute before, on average. On the other hand,
improved slicing has the scalability for analyzing middle size applications,
and is smaller than 31 percent compared to the combination technique.
The results of the third study help selection of the program slicing which is
appropriate to a situation for a developer who wants to extract a component
from an existing system.

We believe that the results of these studies improve reuse activities from
both sides of a reusable product developer and a user of a reusable compo-
nent.

5.2 Future Work

Some future work is needed for support of distributing reusable product
from the points of view of license and identifier names. Future work of the
license study is making license selection support tool which provides the im-
pact and future of popularity of a product per license. Regarding identifier
names, current researches provide precise identifier names by natural lan-
guage processing. However, these studies targeted English identifier names,
despite many programming languages enable to use Unicode characters for
identifier names. Therefore, future work includes support of non-English
names such as Japanese.

On the other hand, future work for support of extraction process in-
cludes proposing more lightweight slicing techniques for daily uses. Another
direction includes the improvement of representation of a program slice for
confirming that an extracted component is appropriate for a reuse purpose,
such as a representation by natural language like summary comments for a
method [94].
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